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#### Abstract

Vectorization is a technique that replaces a set-valued optimization problem with a vector optimization problem. In this work, by using an extension of the Gerstewitz function, a vectorizing function is defined to replace a given set-valued optimization problem with respect to the set less order relation. Some properties of this function are studied. Moreover, relationships between a set-valued optimization problem and a vector optimization problem, derived via vectorization of this set-valued optimization problem, are examined. Furthermore, necessary and sufficient optimality conditions are presented without any convexity assumption.
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## 1. Introduction

Set-valued optimization, a generalization of vector optimization, has become a popular subject since it has many applications in game theory, engineering, control theory, finance, etc. [2, 4, 8, 13, 14, 23, 25, 26]. Optimal solutions of set-valued optimization problems can be given with a vector or set optimization approach. In the vector approach, the solutions that give efficient (minimal or maximal) points of image set of the objective set-valued map are looked for. Some studies related to the vector approach are $[1,3,5,9,10,13,16,18,24,27]$. In the set optimization approach $[9,11,13,20,22]$, the solutions that give efficient sets of the image family of the objective set-valued map are looked for. We consider the set optimization approach in this work.

Kuroiwa et al. [22] presented six order relations for sets. Then the set optimization approach was introduced by Kuroiwa [21]. Later, Jahn and Ha defined new order relations and examined some of their properties [12].

Scalarization and vectorization are some basic tools for solving set-valued optimization problems with respect to the set optimization approach. Recently, some scalarization techniques obtained via the Gerstewitz function have been widely used $[6,7,9,13]$.

Hernández and Rodríguez-Marín examined relationships between solution concepts for the vector approach and the set optimization approach with respect to the lower set less order relation. Moreover, they defined an extension of the Gerstewitz function and obtained a nonconvex scalarization and optimality conditions for set-valued optimization problems with respect to the lower set less order relation [9]. Köbis and

[^0]Köbis obtained nonconvex scalarizations with respect to several well-known set order relations [15]. Xu and Li presented a scalarization via oriented distance function and obtained optimality conditions for set-valued optimization problems with respect to the upper set less order relation [28].

Vectorization is a tool for solving set-valued optimization problems by using vector-valued functions. This method replaces a set-valued optimization problem with a vector optimization problem that can be solved by using known methods such as numerical methods and scalarization [1, 5, 10, 24]. Solutions obtained via these methods are also solutions of the set-valued optimization problem.

Vectorization based on total ordering cones was first introduced by Küçük et al. [17, 19]. They showed that a set-valued optimization problem can be represented as a vector-valued problem. They defined a vectorizing function via existence and uniqueness of a minimal element of cone-closed and cone-bounded sets with respect to a total ordering cone. The value of this function at a point is a unique minimal element of the value of the set-valued map at this point with respect to the total ordering cone.

Another vectorization technique was given by Jahn [11]. Jahn used linear approximations to define a vectorizing function for the set-valued optimization problem with respect to the set less order relation [11]. Under some convexity assumptions he gave optimality conditions for set-valued optimization problems with respect to the set less order relation.

Hernández and Rodríguez-Marín [9] introduced the function $G_{e}^{\ell}(\cdot, \cdot)$ to scalarize set-valued optimization problems with respect to the lower set-less order relation $\preceq^{\ell}$. By using this function, a scalarization can be obtained for set-valued optimization problems with respect to the upper set-less order relation $\preceq^{u}$ since there is a relation between upper set-less and lower set-less orders as $A \preceq^{\ell} B \Leftrightarrow-B \preceq^{u}-A$. In the present study, we define a vectorizing function $w_{e}(\cdot, \cdot)$ by means of $G_{e}^{\ell}(\cdot, \cdot)$ since we consider set-valued optimization problems with respect to the set less order relation $\preceq^{s}$ that involves upper and lower set-less orders. The details are given in Section 3. The main advantage of the vectorization $w_{e}(\cdot, \cdot)$ is that it is simple to compute; we demonstrate this in Example 3.7. Using arguments parallel to those given in [9, Section 4] we present necessary and sufficient optimality conditions for minimal and weak minimal solutions in terms of the vectorization $w_{e}(\cdot, \cdot)$ for set-valued optimization problems with respect to set-less order. Similar to [9], given results on optimality conditions do not require convexity assumptions. The single variable Gerstewitz function is used for the first time in our study while the two variable Gerstewitz function was used in [9]. Furthermore, some examples for convex and nonconvex cases are used to demonstrate the usage of Gerstewitz vectorization.

The paper is organized as follows. In section 2, we recall basic concepts of the theory of vector optimization and set-valued optimization. In section 3, we introduce the Gerstewitz vectorizing function and examine some properties of this function. Moreover, relationships between this function and the set less order relation are studied. In the last section, some optimality conditions are presented via Gerstewitz vectorization.

## 2. Preliminaries

Throughout this paper, $X$ is any nonempty set and $Y$ denotes a real topological linear space ordered by a convex, closed, and pointed cone $C \subset Y$ with nonempty interior. $\mathcal{P}_{0}(Y)$ is the notation of the family of all nonempty subsets of $Y$. Given any set $A \in \mathcal{P}_{0}(Y), \operatorname{int}(A)$ and $\operatorname{cl}(A)$ are topological interior and the closure of $A$, respectively. $\mathbb{R}^{2}$ is partially ordered by cone $\mathbb{R}_{+}^{2}$.

It is known that the cone $C$ induces the following ordering relations on $Y$ for $y, y^{\prime} \in Y$ :

$$
\begin{aligned}
& y \leq_{C} y^{\prime} \Longleftrightarrow y^{\prime}-y \in C \\
& y<_{C} y^{\prime} \Longleftrightarrow y^{\prime}-y \in \operatorname{int}(C) .
\end{aligned}
$$

Let $A \subset Y$ and $a_{0} \in A . a_{0}$ is a minimal (maximal) point of $A$ with respect to cone $C$ if $A \cap\left(a_{0}-C\right)=\left\{a_{0}\right\}$ $\left(A \cap\left(a_{0}+C\right)=\left\{a_{0}\right\}\right)$. The set of all minimal (maximal) points of $A$ is denoted by $\min A(\max A)$. Similarly, $a_{0}$ is a weak minimal (weak maximal) point of $A$ with respect to cone $C$ if $A \cap\left(a_{0}-\operatorname{int}(C)\right)=\emptyset$ $\left(A \cap\left(a_{0}+\operatorname{int}(C)\right)=\emptyset\right)$ and the set of all weak minimal (weak maximal) points of $A$ is denoted by $W \min A$ $(W \max A)$.

A vector optimization problem is defined by

$$
(V O P)\left\{\begin{array}{l}
\min (\max ) f(x) \\
\text { s.t. } x \in X
\end{array}\right.
$$

where $f: X \rightarrow Y$ is a vector valued function.
Definition 2.1 [10] An element $\bar{x} \in X$ is called a minimal (maximal) solution of (VOP) with respect to cone $C$ iff there is not any $x \in X$ such that

$$
f(x) \leq_{C} f(\bar{x}) \quad\left(f(\bar{x}) \leq_{C} f(x)\right) \text { and } f(x) \neq f(\bar{x})
$$

Definition 2.2 [10] An element $\bar{x} \in X$ is called a minimal (maximal) strongly solution of (VOP) with respect to cone $C$ iff

$$
f(\bar{x}) \leq_{C} f(x) \quad\left(f(x) \leq_{C} f(\bar{x})\right) \quad \text { for all } x \in X
$$

If $\bar{x} \in X$ is a strongly minimal (maximal) solution of $(V O P)$, it is also a minimal (maximal) solution of (VOP) [10].

It is said that $A$ is $C$-closed iff $A+C$ is a closed set; $C$-bounded iff for each neighborhood $U$ of zero in $Y$, there exists a positive real number $t$ such that $A \subset t U+C ; C$-compact iff any cover of the form $\left\{U_{\alpha}+C \mid U_{\alpha}\right.$ are open,$\left.\alpha \in I\right\}$ admits a finite subcover. Every $C$-compact set is $C$-closed and $C$-bounded [24].
$A$ is called $\mp C$-bounded if $A \in \mathcal{P}_{0}(Y)$ is $C$-bounded and $-C$-bounded in $Y$; if $A$ is $C$-closed and $-C$-closed, $A$ is called $\mp C$-closed; if $A$ is $C$-compact and $-C$-compact, $A$ is called $\mp C$-compact set. A set $A \in \mathcal{P}_{0}(Y)$ is called $C$-proper iff $A+C \neq Y$ and we denote by $\mathcal{P}_{0 C}(Y)$ the family of all $C$-proper subsets of $Y$ [9]. A set $A \in \mathcal{P}_{0}(Y)$ is called $-C$-proper iff $A-C \neq Y$ and we denote by $\mathcal{P}_{0-C}(Y)$ the family of all $-C$-proper subsets of $Y$ [28]. $\mathcal{P}_{\mp C}^{0}(Y)$ denotes the family of $C$-proper and $-C$-proper subsets of $Y$, namely, $\mathcal{P}_{\mp C}^{0}(Y):=\mathcal{P}_{0 C}(Y) \cap \mathcal{P}_{0-C}(Y)$.

Let $F: X \rightrightarrows Y$ be a set-valued map and " $N$ " denotes some property of a set in $Y$. $F$ is called $N$ valued on $X$ if $F(x)$ has the property " $N$ " for every $x \in X$. For example, if $F(x)$ is closed for all $x \in X$, we say that $F$ is closed valued on $X$.

Let $F: X \rightrightarrows Y$ be a set-valued map and $F(x) \neq \emptyset$ for all $x \in X$. The set-valued optimization problem is defined by

$$
(S O P)\left\{\begin{array}{l}
\min (\max ) F(x) \\
\text { s.t. } x \in X
\end{array}\right.
$$

According to the vector approach, we are looking for efficient points of the set $F(X)=\bigcup_{x \in X} F(x)$ to solve $(S O P)$, that is, $x_{0} \in X$ is a solution of the set-valued optimization problem if

$$
F\left(x_{0}\right) \cap \min \bigcup_{x \in X} F(x) \neq \emptyset \quad\left(F\left(x_{0}\right) \cap \max \bigcup_{x \in X} F(x) \neq \emptyset\right) .
$$

When $(S O P)$ is considered according to the vector approach, we denote the problem by $(v-S O P)$. Similarly, $x_{0} \in X$ is a weak solution of $(v-S O P)$ if

$$
F\left(x_{0}\right) \cap W \min \bigcup_{x \in X} F(x) \neq \emptyset \quad\left(F\left(x_{0}\right) \cap W \max \bigcup_{x \in X} F(x) \neq \emptyset\right)
$$

The set optimization approach is based on a comparison among the values of set-valued map [21]. That is, we are looking for efficient sets of the family $\mathcal{F}(X)=\{F(x) \mid x \in X\}$ to solve (SOP).

Definition 2.3 [9, 12, 22, 28] Let $A, B \in \mathcal{P}_{0}(Y)$.
(i) lower set less order relation ( $\underline{\Omega}^{\ell}$ ) is defined by

$$
A \preceq^{\ell} B \Longleftrightarrow B \subset A+C
$$

(ii) strict lower set less order relation $\left(\prec^{\ell}\right)$ is defined by

$$
A \prec^{\ell} B \Longleftrightarrow B \subset A+\operatorname{int}(C)
$$

(iii) upper set less order relation ( $\preceq^{u}$ ) is defined by

$$
A \preceq^{u} B \Longleftrightarrow A \subset B-C
$$

(iv) strict upper set less order relation $\left(\prec^{u}\right)$ is defined by

$$
A \prec^{u} B \Longleftrightarrow A \subset B-\operatorname{int}(C)
$$

(v) set less order relation $\left(\preceq^{s}\right)$ is defined by

$$
A \preceq^{s} B \Longleftrightarrow A \preceq^{\ell} B \text { and } A \preceq^{u} B
$$

(vi) strict set less order relation $\left(\prec^{s}\right)$ is defined by

$$
A \prec^{s} B \Longleftrightarrow A \prec^{\ell} B \text { and } A \prec^{u} B
$$

Note that $\preceq^{\ell}, \preceq^{u}$, and $\preceq^{s}$ order relations are reflexive and transitive on $\mathcal{P}_{0}(Y)$. There is a relationship between $\preceq^{\ell}$ and $\preceq^{u}$ : Let $A, B \in \mathcal{P}_{0}(Y)$ and we have

$$
\begin{equation*}
A \preceq^{\ell} B \Longleftrightarrow-B \preceq^{u}-A . \tag{1}
\end{equation*}
$$

Let $\sharp \in\{\ell, u, s\} . \sim \sharp$ relation defined by

$$
A \sim^{\sharp} B \Longleftrightarrow A \preceq^{\sharp} B \text { and } B \preceq^{\sharp} A
$$

is an equivalence relation on $\mathcal{P}_{0}(Y) .[A]^{\sharp}$ denotes the equivalence class of $A$ with respect to $\sim \sharp$, where $A \in \mathcal{P}_{0}(Y)[9,12]$.

Note that

$$
\begin{equation*}
A \in[B]^{\ell} \Longleftrightarrow-A \in[-B]^{u} \tag{2}
\end{equation*}
$$

where $A, B \in \mathcal{P}_{0}(Y)$.
Now we recall the minimal, maximal, weak minimal, and weak maximal set of a family with respect to order relations $\preceq^{\ell}$, $\preceq^{u}$, and $\preceq^{s}$.

Definition 2.4 [9, 11] Let $\mathcal{S} \subset \mathcal{P}_{0}(Y), A \in \mathcal{S}$, and $\sharp \in\{\ell, u, s\}$ be given.
(i) $A$ is said to be a $\sharp$-minimal set of $\mathcal{S}$ iff for any $B \in \mathcal{S}$ such that $B \preceq \sharp A$ implies $A \preceq \sharp B$. The family of $\sharp$-minimal sets of $\mathcal{S}$ is denoted by $\sharp-\min \mathcal{S}$.
(ii) $A$ is said to be $a \sharp$-maximal set of $\mathcal{S}$ iff for any $B \in \mathcal{S}$ such that $A \preceq^{\sharp} B$ implies $B \preceq^{\sharp} A$. The family of $\sharp$-maximal sets of $\mathcal{S}$ is denoted by $\sharp-\max \mathcal{S}$.

Definition 2.5 [9, 11] Let $\mathcal{S} \subset \mathcal{P}_{0}(Y), A \in \mathcal{S}$, and $\sharp \in\{\ell, u, s\}$ be given.
(i) $A$ is called a weak $\sharp$-minimal set of $\mathcal{S}$ iff for any $B \in \mathcal{S}$ such that $B \prec^{\sharp} A$ implies $A \prec^{\sharp} B$. The family of weak $\sharp$-minimal sets of $\mathcal{S}$ is denoted by $\sharp-W \min \mathcal{S}$.
(ii) $A$ is called a weak $\sharp$-maximal set of $\mathcal{S}$ iff for any $B \in \mathcal{S}$ such that $A \prec^{\sharp} B$ implies $B \prec^{\sharp} A$. The family of weak $\sharp$-maximal sets of $\mathcal{S}$ is denoted by $\sharp-W \max \mathcal{S}$.

Let $\sharp \in\{\ell, u, s\}$ and $(S O P)$ be given. According to the set optimization approach, if $F\left(x_{0}\right)$ is a $\sharp$-minimal ( $\sharp$-maximal) set of $\mathcal{F}(X)$, then $x_{0}$ is called a solution of $(S O P)$ with respect to $\preceq \sharp$. When $(S O P)$ is considered with respect to $\preceq^{\sharp}$, we denote it by $(\sharp-S O P)$. Similarly, if $F\left(x_{0}\right)$ is a weak $\sharp$-minimal (weak $\sharp$-maximal) set of $\mathcal{F}(X)$, then $x_{0}$ is called a weak solution of $(\sharp-S O P)$.

Note that if $F$ is a vector-valued function, solution(s) of $(v-S O P)$ coincides with solution(s) of $(\sharp-S O P)$.

The following definition is related tot he monotonicity of a real valued function defined on $\mathcal{P}_{0}(Y)$.

Definition $2.6[9,28]$ Let $\sharp \in\{\ell, u\}$ and $\mathcal{S} \subset \mathcal{P}_{0}(Y)$. A function $T: \mathcal{P}_{0}(Y) \rightarrow \mathbb{R}$ is called
(i) $\sharp$-decreasing ( $\sharp$-increasing) on $\mathcal{S}$ if $A, B \in \mathcal{S}$ and $A \preceq \sharp$ implies $T(B) \leq T(A)(T(A) \leq T(B))$,
(ii) strictly $\sharp$-decreasing (strictly $\sharp$-increasing) on $\mathcal{S}$ if $A, B \in \mathcal{S}$ and $A \prec^{\sharp} B$ implies $T(B)<T(A)$ $(T(A)<T(B))$.

Hernández and Rodríguez-Marín generalized the Gerstewitz function as

$$
\begin{equation*}
G_{e}(A, B)=\sup _{b \in B}\left\{\phi_{e, A}(b)\right\} \tag{3}
\end{equation*}
$$

where $e \in-\operatorname{int}(C)$ and $\phi_{e, A}(y)=\inf \{t \in \mathbb{R} \mid y \in t e+A+C\}[9]$ and examined some properties of this function and obtained scalarization and optimality conditions for $(\ell-S O P)$. Throughout this paper, we use notation $G_{e}^{\ell}(\cdot, \cdot)$ instead of $G_{e}(\cdot, \cdot)$.

If we consider the nonconvex scalarization function $\phi_{e, A}^{u}(y)=\sup \{t \in \mathbb{R} \mid y \in t e+A-C\}$, then one can obtain optimality conditions for $(u-S O P)$ similar to the conditions given by Hernández and Rodríguez-Marín in [9]. In this function taking $A=\{0\}$ and $k=-e$ the equality $\phi_{-k,\{0\}}^{u}(y)=-z^{C, k}(y)$ is obtained, where $z^{C, k}$ is used to present nonconvex scalarization and some optimality conditions with respect to $\preceq^{u}$, $\preceq^{\ell}$, and $\preceq^{s}$ by Köbis and Köbis in [15].

## 3. Gerstewitz vectorizing function

In this section, a vectorizing function is defined to replace a $(s-S O P)$ with ( $V O P$ ) using the generalized Gerstewitz function (3). Some properties including the monotonicity of this function are studied. Furthermore, relationships between this function and the set less order relation are examined.

Now we give definition of monotonicity of a function from $\mathcal{P}_{\mp C}^{0}(Y)$ to $\mathbb{R}^{2}$.
Definition 3.1 Let $\mathcal{A} \subset \mathcal{P}_{\mp C}^{0}(Y)$. A function $T: \mathcal{P}_{\mp C}^{0}(Y) \rightarrow \mathbb{R}^{2}$ is called
(i) $s$-increasing ( $s$-decreasing) on $\mathcal{A}$ if $A, B \in \mathcal{A}$ and $A \preceq^{s} B$ implies $T(A) \leq_{\mathbb{R}_{+}^{2}} T(B)\left(T(B) \leq_{\mathbb{R}_{+}^{2}} T(A)\right.$ ),
(ii) strictly $s$-increasing (strictly $s$-decreasing) on $\mathcal{A}$ if $A, B \in \mathcal{A}$ and $A \prec^{s} B$ implies $T(A)<\mathbb{R}_{+}^{2}$ $T(B)\left(T(B)<_{\mathbb{R}_{+}^{2}} T(A)\right)$.

Now we introduce a vectorizing function that is the main tool to present a new vectorization.
Definition 3.2 Let $A, B \in \mathcal{P}_{\mp C}^{0}(Y)$ and $e \in-\operatorname{int}(C)$. The vectorizing function $w_{e}: \mathcal{P}_{\mp C}^{0}(Y) \times \mathcal{P}_{\mp C}^{0}(Y) \rightarrow \overline{\mathbb{R}}^{2}$ defined by

$$
\begin{equation*}
w_{e}(A, B)=\left(-G_{e}^{\ell}(A, B),-G_{e}^{\ell}(-B,-A)\right) \tag{4}
\end{equation*}
$$

is called the Gerstewitz vectorizing function.
Throughout this paper, in order to emphasize that the scalarization is adapted for $\preceq^{u}$ we simply use the notation $G_{e}^{u}(B, A)$ instead of $-G_{e}^{\ell}(-B,-A)$ where $A, B \in \mathcal{P}_{\mp C}^{0}(Y)$. Then

$$
w_{e}(A, B)=\left(-G_{e}^{\ell}(A, B), G_{e}^{u}(B, A)\right)
$$

for all $A, B \in \mathcal{P}_{\mp C}^{0}(Y)$.
Here some properties of $w_{e}(\cdot, \cdot)$ are stated.
Theorem 3.3 Let $A, B \in \mathcal{P}_{\mp C}^{0}(Y)$. Then the following statements are true:
(i) If $A, B$ are $\mp C$-bounded, then $w_{e}(A, B) \in \mathbb{R}^{2}$,
(ii) If $A \in[B]^{s}$, then $w_{e}(A, \cdot)=w_{e}(B, \cdot)$ and $w_{e}(\cdot, A)=w_{e}(\cdot, B)$,
(iii) If $A \in[B]^{s}$, then $w_{e}(A, B)=w_{e}(B, A)$,
(iv) $w_{e}(\cdot, A)$ is $s$-decreasing on $\mathcal{P}_{\mp C}^{0}(Y)$,
(v) $w_{e}(A, \cdot)$ is $s$-increasing on $\mathcal{P}_{\mp C}^{0}(Y)$.

## Proof

(i) Since $A$ and $B$ are $C$-bounded and $-C$-bounded, we have $-G_{e}^{\ell}(A, B) \in \mathbb{R}$ and $G_{e}^{u}(B, A) \in \mathbb{R}$ from Theorem 3.6 of [9]. Therefore, we obtain $w_{e}(A, B) \in \mathbb{R}^{2}$.
(ii) Since $A \in[B]^{\ell}$ and $A \in[B]^{u}$, we have $-G_{e}^{\ell}(A, \cdot)=-G_{e}^{\ell}(B, \cdot)$ and $G_{e}^{u}(\cdot, A)=G_{e}^{u}(\cdot, B)$ from Theorem 3.8 (i) and (iii) of [9], respectively. Therefore, we obtain $w_{e}(A, \cdot)=w_{e}(B, \cdot)$. Similarly, we get $w_{e}(\cdot, A)=$ $w_{e}(\cdot, B)$ by using Theorem 3.8 (i) and (iii) of [9].
(iii) Since $A \in[B]^{\ell}$ and $A \in[B]^{u}$, we have $-G_{e}^{\ell}(A, B)=-G_{e}^{\ell}(B, A)$ and $G_{e}^{u}(A, B)=G_{e}^{u}(B, A)$ from Theorem 3.8 (iv) of [9], respectively. Then we obtain $w_{e}(A, B)=w_{e}(B, A)$.
(iv) Assume that $B, D \in \mathcal{P}_{0 \mp C}(Y)$ and $B \preceq^{s} D$. Then $B \preceq^{\ell} D$ and $B \preceq^{u} D$. We have $-G_{e}^{\ell}(D, A) \leq$ $-G_{e}^{\ell}(B, A)$ and $G_{e}^{u}(A, D) \leq G_{e}^{u}(A, B)$ from Theorem 3.8 (v) and (ii) of [9], respectively. Then we have $w_{e}(D, A) \leq_{\mathbb{R}_{+}^{2}} w_{e}(B, A)$. Therefore $w_{e}(\cdot, A)$ is $s$-decreasing on $\mathcal{P}_{\mp C}^{0}(Y)$.
(v) Assume that $B, D \in \mathcal{P}_{0 \mp C}(Y)$ and $B \preceq^{s} D$. Then $B \preceq^{\ell} D$ and $B \preceq^{u} D$. We have $-G_{e}^{\ell}(A, B) \leq$ $-G_{e}^{\ell}(A, D)$ and $G_{e}^{u}(B, A) \leq G_{e}^{u}(D, A)$ from Theorem 3.8 (ii) and (v) of [9], respectively. Then we have $w_{e}(A, B) \leq_{\mathbb{R}_{+}^{2}} w_{e}(A, D)$. Therefore, $w_{e}(A, \cdot)$ is $s$-increasing on $\mathcal{P}_{\mp C}^{0}(Y)$.

Theorem 3.4 Let $A \in \mathcal{P}_{\mp C}^{0}(Y)$ be a $\mp C$-compact set. Then the following statements are true:
(i) $w_{e}(\cdot, A)$ is strictly $s$-decreasing on the family of $\mp C$-compact sets,
(ii) $w_{e}(A, \cdot)$ is strictly $s$-increasing on the family of $\mp C$-compact sets.

## Proof

(i) Assume that $B, D \in \mathcal{P}_{\mp C}^{0}(Y)$ are $\mp C$-compact sets and $B \prec^{s} D$. Then $B \prec^{\ell} D$ and $B \prec^{u} D$. We have $-G_{e}^{\ell}(D, A)<-G_{e}^{\ell}(B, A)$ and $G_{e}^{u}(A, D)<G_{e}^{u}(A, B)$ from Theorem 3.9 (ii) and (i) of [9], respectively. Hence, we obtain $w_{e}(D, A)<{\mathbb{R}_{+}^{2}} w_{e}(B, A)$. Therefore, $w_{e}(\cdot, A)$ is strictly $s$-decreasing on the family of $\mp C$-compact sets.
(ii) This statement can be proved similar to (i) by using Theorem 3.9 (i) and (ii) of [9].

Now we examine relationships between the set less order relation and Gerstewitz vectorizing function.

Under different assumptions a necessary and sufficient condition similar to (iii) of Theorem 3.5 was given by means of $z^{C, k}$ in [15]. These results are similar because if $k=-e$ then $G_{e}^{\ell}(A, B)=\sup _{b \in B} \inf _{a \in A} z^{C, k}(a-b)$.

Theorem 3.5 Let $A \in \mathcal{P}_{\mp C}^{0}(Y)$ be $a \mp C$-closed set. Then the following statements are true:
(i) $w_{e}(A, A)=(0,0)$,
(ii) If $A \in[B]^{s}$, then $w_{e}(A, B)=w_{e}(B, A)=(0,0)$,
(iii) $A \preceq^{s} B$ if and only if $(0,0) \leq_{\mathbb{R}_{+}^{2}} w_{e}(A, B)$.

## Proof

(i) From Theorem 3.10 (i) of [9] we have $-G_{e}^{\ell}(A, A)=0$ and $G_{e}^{u}(A, A)=0$. Hence, we obtain

$$
w_{e}(A, A)=\left(-G_{e}^{\ell}(A, A), G_{e}^{u}(A, A)\right)=(0,0)
$$

(ii) Since $A \in[B]^{\ell}$ and $A \in[B]^{u}$, we have $-G_{e}^{\ell}(A, B)=-G_{e}^{\ell}(B, A)=0$ and $G_{e}^{u}(A, B)=G_{e}^{u}(B, A)=0$ from Theorem 3.10 (ii) of [9], respectively. Therefore, $w_{e}(A, B)=w_{e}(B, A)=\left(-G_{e}^{\ell}(A, B), G_{e}^{u}(B, A)\right)=(0,0)$.
(iii) $(\Longrightarrow)$ Let $A \preceq^{s} B$. Then $A \preceq^{\ell} B$ and $A \preceq^{u} B$. Since $A \preceq^{\ell} B$ and $A \preceq^{u} B$, we have $-G_{e}^{\ell}(A, B) \geq 0$ and $G_{e}^{u}(B, A) \geq 0$ from Theorem 3.10 (iii) of [9], respectively. Thus, we obtain $(0,0) \leq_{\mathbb{R}_{+}^{2}} w_{e}(A, B)$.
$(\Longleftarrow)$ Let $(0,0) \leq_{\mathbb{R}_{+}^{2}} w_{e}(A, B)$. Then we have $G_{e}^{\ell}(A, B) \leq 0$ and $G_{e}^{u}(B, A) \geq 0$. Hence, $A \preceq^{\ell} B$ and $A \preceq^{u} B$ from Theorem 3.10 (iii) of [9], respectively. Therefore, $A \preceq^{s} B$.

Theorem 3.6 Let $A, B \in \mathcal{P}_{\mp C}^{0}(Y)$ be $\mp C$-compact sets. Then

$$
(0,0)<_{\mathbb{R}_{+}^{2}} w_{e}(A, B) \Longleftrightarrow A \prec^{s} B .
$$

Proof $(\Longrightarrow)$ Let $(0,0)<_{\mathbb{R}_{+}^{2}} w_{e}(A, B)$. Then $G_{e}^{\ell}(A, B)<0$ and $G_{e}^{u}(B, A)>0$. Since $G_{e}^{\ell}(A, B)<0$ and $G_{e}^{u}(B, A)>0$, we have $A \prec^{\ell} B$ and $A \prec^{u} B$ from Corollary 3.11 (i) of [9], respectively. Hence, $A \prec^{s} B$.
$(\Longleftarrow)$ Let $A \prec^{s} B$. Then $A \prec^{\ell} B$ and $A \prec^{u} B$. As $A \prec^{\ell} B$ and $A \prec^{u} B$, we have $G_{e}^{\ell}(A, B)<0$ and $G_{e}^{u}(B, A)>0$ from Corollary 3.11 (i) of [9], respectively. Therefore, we obtain $(0,0)<\mathbb{R}_{+}^{2} w_{e}(A, B)$.

We define a vectorizing function $v_{e}: \mathcal{P}_{\mp C}^{0}(Y) \rightarrow \overline{\mathbb{R}}^{2}$ as

$$
v_{e}(A):=w_{e}(\{0\}, A)=\left(-G_{e}^{\ell}(\{0\}, A), G_{e}^{u}(A,\{0\})\right)
$$

where $e \in-\operatorname{int}(C)$ in order to use the advantage of computation of a single variable function.
It can be seen that $v_{e}(\cdot)$ is $s$-increasing on $\mathcal{P}_{\mp C}^{0}(Y)$ and strictly $s$-increasing on the family of $\mp C$ compact sets. Let $A, B \in \mathcal{P}_{\mp C}^{0}(Y)$. If $A \in[B]^{s}$, then $v_{e}(A)=v_{e}(B)$.

By taking [11, Example 3.1] we demonstrate the calculations of $w_{e}(\cdot, \cdot)$ and $v_{e}(\cdot)$.

Example 3.7 Let $Y=\mathbb{R}^{2}, C=\mathbb{R}_{+}^{2}$, and $F:[-1,1] \rightrightarrows Y$ be defined as

$$
F(x):=\left\{\left(y_{1}, y_{2}\right) \in \mathbb{R}^{2} \mid\left(y_{1}-2 x^{2}\right)^{2}+\left(y_{2}-2 x^{2}\right)^{2} \leq\left(x^{2}+1\right)^{2}\right\}
$$

for all $x \in[-1,1]$ (Figure 1).


Figure 1. Some image sets of $F$.

First, we choose $e=\left(-\frac{\sqrt{2}}{2},-\frac{\sqrt{2}}{2}\right)$ to find $w_{e}(F(x), F(0))$, and $v_{e}(F(x))$ for an arbitrary $x \in[-1,1]$. Thus, we have to calculate $G_{e}^{\ell}(F(x), F(0))$, and $G_{e}^{u}(F(0), F(x))$. To find the value of

$$
G_{e}^{\ell}(F(x), F(0))=\min \{t \in \mathbb{R} \mid F(0) \subset t e+F(x)+C\}
$$

we should evaluate the smallest that allows $t e+F(x)+C$ to cover $F(0)$. This value means how long at least $F(x)+C$ should move along the direction $e$ to cover the set $F(0)$. We achieve this smallest value clearly by subtracting the difference of radii of $F(x)$ and $F(0)$ from the distance between the centers of these balls as seen in Figure 2. Hence we get $G_{e}^{\ell}(F(x), F(0))=2 \sqrt{2} x^{2}-x^{2}$.


Figure 2. The calculation of $G_{e}^{\ell}(F(x), F(0))$ geometrically.

In a similar manner, to find

$$
G_{e}^{u}(F(0), F(x))=\max \{t \in \mathbb{R} \mid F(x) \subset t e+F(0)-C\}
$$

we calculate the largest value of that allows $F(x)$ to be covered by te $+F(0)-C$. This largest value is clearly negative of the distance between the vectors $\left(3 x^{2}+1,3 x^{2}+1\right)$ and $(1,1)$ as seen in Figure 3. Thus, we have

$$
G_{e}^{u}(F(0), F(x))=-3 \sqrt{2} x^{2}
$$

Finally, we have

$$
\begin{align*}
w_{e}(F(x), F(0)) & =\left(-G_{e}^{\ell}(F(x), F(0)), G_{e}^{u}(F(0), F(x))\right) \\
& =\left((1-2 \sqrt{2}) x^{2},-3 \sqrt{2} x^{2}\right) \tag{5}
\end{align*}
$$



Figure 3. The calculation of $G_{e}^{u}(F(0), F(x))$ geometrically.
Now we will find $v_{e}(F(x))$ for all $x \in[-1,1]$. We need to calculate $G_{e}^{\ell}(\{0\}, F(x))$ and $G_{e}^{u}(F(x),\{0\})$ for all $x \in[-1,1]$. If $C$ is moved along the direction $e$ until it covers $F(x)$, then we get the value of

$$
G_{e}^{\ell}(\{0\}, F(x))=\min \{t \in \mathbb{R} \mid F(x) \subset t e+C\}=\sqrt{2}\left(1-x^{2}\right)
$$

by subtracting the distance between the center of $F(x)$ and $\left(-\frac{\sqrt{2}}{2},-\frac{\sqrt{2}}{2}\right)$, and the radius of $F(x)$. As seen in Figure 4, we get $G_{e}^{\ell}(\{0\}, F(x))=\sqrt{2}\left(1-x^{2}\right)$.

To calculate $G_{e}^{u}(F(x),\{0\})$, we can use the formula

$$
G_{e}^{u}(F(x),\{0\})=\max \{t \in \mathbb{R} \mid 0 \in t e+F(x)-C\}
$$

As seen in Figure 5, this value can be found by adding distance between the origin and center of $F(x)$, and the radius of $F(x)$. Hence, we get $G_{e}^{u}(F(x),\{0\})=2 \sqrt{2} x^{2}+x^{2}+1$.

Finally, we have

$$
\begin{align*}
v_{e}(F(x)) & =\left(-G_{e}^{\ell}(\{0\}, F(x)), G_{e}^{u}(F(x),\{0\})\right) \\
& =\left(\sqrt{2}\left(x^{2}-1\right), 2 \sqrt{2} x^{2}+x^{2}+1\right) \tag{6}
\end{align*}
$$

Consequently, the above calculations point out that by choosing a suitable $e \in-i n t(C)$ we obtained $w_{e}$ and $v_{e}$ easily. However, the vectorizing function in [11, Example 3.1] was obtained by considering all vectors of the polar cone of $C$.


Figure 4. The calculation of $G_{e}^{\ell}(\{0\}, F(x))$ geometrically.


Figure 5. The calculation of $G_{e}^{u}(F(x),\{0\})$ geometrically.

## 4. Gerstewitz vectorization and optimality conditions for ( $s-S O P$ )

$(s-S O P)$ can be replaced by a vector optimization problem using the Gerstewitz vectorizing function. In this section, results of the previous section are employed to give optimality conditions for $(s-S O P)$ without any convexity assumption and relationships between solutions of $(s-S O P)$ and $(V O P)$ derived by the Gerstewitz vectorizing function.

Theorem 4.1 Let $F: X \rightrightarrows Y$ be $\mp C$-closed and $\mp C$-bounded valued on $X . x_{0} \in X$ is an s-maximal ( $s$-minimal) solution of $(s-S O P)$ if and only if there exists an $s$-increasing ( $s$-decreasing) function $T$ : $\mathcal{P}_{\mp C}^{0}(Y) \rightarrow \mathbb{R}^{2}$ satisfying the following statements:
(i) If $x \in X$ and $F(x) \in\left[F\left(x_{0}\right)\right]^{s}$, then $T(F(x))=(0,0)$,
(ii) If $x \in X$ and $F(x) \notin\left[F\left(x_{0}\right)\right]^{s}$, then $(0,0) \mathbb{Z}_{\mathbb{R}_{+}^{2}} T(F(x))$,
(iii) If $A \in \mathcal{P}_{\mp C}^{0}(Y)$ and $F\left(x_{0}\right) \preceq^{s} A\left(A \preceq^{s} F\left(x_{0}\right)\right)$, then $(0,0) \leq_{\mathbb{R}_{+}^{2}} T(A)$.

Proof We give the proof for maximality.
$(\Longrightarrow)$ Suppose that $x_{0}$ is an $s$-maximal solution of $(s-S O P)$. Let us fix any $e \in-\operatorname{int}(C)$ and consider the function $T: \mathcal{P}_{\mp C}^{0}(Y) \rightarrow \mathbb{R}^{2}$ defined as $T(\cdot)=w_{e}\left(F\left(x_{0}\right), \cdot\right)=\left(-G_{e}^{\ell}\left(F\left(x_{0}\right), \cdot\right), G_{e}^{u}\left(\cdot, F\left(x_{0}\right)\right)\right)$. By Theorem 3.3 (v) $T$ is $s$-increasing on $\mathcal{P}_{\mp C}^{0}(Y)$. Now we show that $T$ satisfies conditions (i)-(iii).
(i) Since $F(x) \in\left[F\left(x_{0}\right)\right]^{s}$, we have $T(F(x))=w_{e}\left(F\left(x_{0}\right), F(x)\right)=(0,0)$ from Theorem 3.5 (ii).
(ii) Let $F(x) \notin\left[F\left(x_{0}\right)\right]^{s}$. Since $x_{0}$ is an $s$-maximal solution of $(s-S O P)$, we have $F\left(x_{0}\right) \nVdash^{s} F(x)$. Thus, from Theorem 3.5 (iii) we obtain

$$
(0,0) \mathbb{Z}_{\mathbb{R}_{+}^{2}} w_{e}\left(F\left(x_{0}\right), F(x)\right)=T(F(x))
$$

(iii) Assume that $F\left(x_{0}\right) \preceq^{s} A$. By Theorem 3.5 (iii) we get

$$
(0,0) \leq_{\mathbb{R}_{+}^{2}} w_{e}\left(F\left(x_{0}\right), A\right)=T(A) .
$$

$(\Longleftarrow)$ Let (i)-(iii) be satisfied for some $T: \mathcal{P}_{\mp C}^{0}(Y) \rightarrow \mathbb{R}^{2}$ which is $s$-increasing on $\mathcal{P}_{\mp C}^{0}(Y)$. Assume the contrary that $x_{0}$ is not an $s$-maximal solution of $(s-S O P)$. Then there exists $x^{\prime} \in X$ such that $F\left(x_{0}\right) \preceq^{s} F\left(x^{\prime}\right)$ and $F\left(x^{\prime}\right) \nVdash^{s} F\left(x_{0}\right)$. Hence, $F\left(x^{\prime}\right) \notin\left[F\left(x_{0}\right)\right]^{s}$. From (ii) we have

$$
\begin{equation*}
(0,0) \mathbb{Z}_{\mathbb{R}_{+}^{2}} T\left(F\left(x^{\prime}\right)\right) \tag{7}
\end{equation*}
$$

Since $F\left(x_{0}\right) \preceq^{s} F\left(x^{\prime}\right)$, by (iii) we have $(0,0) \leq_{\mathbb{R}_{+}^{2}} T\left(F\left(x^{\prime}\right)\right)$. This contradicts (7). Therefore, $x_{0}$ is an $s$-maximal solution of $(s-S O P)$.

In order to prove the minimality of $x_{0}$, it is enough to take the function $T(\cdot)=w_{e}\left(\cdot, F\left(x_{0}\right)\right)$.
Theorem 4.2 Let $F: X \rightrightarrows Y$ be $\mp C$-compact valued on $X . x_{0} \in X$ is a weak $s$-maximal (weak $s$ minimal) solution of $(s-S O P)$ if and only if there exists a strictly $s$-increasing (strictly $s$-decreasing) function $T: \mathcal{P}_{\mp C}^{0}(Y) \rightarrow \mathbb{R}^{2}$ satisfying the following statements:
(i) If $x \in X$ and $F(x) \in\left[F\left(x_{0}\right)\right]^{s}$, then $T(F(x))=(0,0)$,
(ii) If $x \in X$ and $F(x) \notin\left[F\left(x_{0}\right)\right]^{s}$, then $(0,0){\nless \mathbb{R}_{+}^{2}} T(F(x))$,
(iii) If $A \in \mathcal{P}_{\mp C}^{0}(Y)$ is a $\mp C$-compact set and $F\left(x_{0}\right) \prec^{s} A\left(A \prec^{s} F\left(x_{0}\right)\right)$, then $(0,0){<\mathbb{R}_{+}^{2}} T(A)$.

Proof The proof is similar to the proof of Theorem 4.2.
Theorem 4.3 Let $F: X \rightrightarrows Y$ be $\mp C$-closed, $\mp C$-bounded valued on $X$, and $e \in-\operatorname{int}(C) . x_{0} \in X$ is an $s$-maximal ( $s$-minimal) solution of $\left(s-S O P\right.$ ) if and only if $x_{0}$ is a solution of the problem

$$
\left(V O P_{w}^{s}\right)\left\{\begin{array} { l } 
{ \operatorname { m a x } w _ { e } ( F ( x _ { 0 } ) , F ( x ) ) } \\
{ \text { s.t. } x \in X }
\end{array} \quad \left(\left\{\begin{array}{l}
\max w_{e}\left(F(x), F\left(x_{0}\right)\right) \\
\text { s.t. } x \in X
\end{array}\right) .\right.\right.
$$

Proof $(\Longrightarrow)$ It is a result of Theorem 4.1.
$(\Longleftarrow)$ Let $x_{0}$ be a solution of $\left(V O P_{w}^{s}\right)$. Then we have $(0,0) \mathbb{Z}_{\mathbb{R}_{+}^{2}} w_{e}\left(F\left(x_{0}\right), F(x)\right)$ for all $x \in X$, where $F(x) \notin\left[F\left(x_{0}\right)\right]^{s}$. By Theorem 3.5 (iii) $F\left(x_{0}\right) \not \not^{s} F(x)$ for all $x \in X$, where $F(x) \notin\left[F\left(x_{0}\right)\right]^{s}$. Thus, $x_{0}$ is a solution of $(s-S O P)$.

Theorem 4.4 Let $F: X \rightrightarrows Y$ be $\mp C$-compact valued on $X$ and $e \in-\operatorname{int}(C)$. $x_{0} \in X$ is a weak s-maximal (weak s-minimal) solution of $(s-S O P)$ if and only if $x_{0}$ is a strong solution of the problem

$$
\left(V O P_{w}^{s}\right)\left\{\begin{array} { l } 
{ \operatorname { m a x } w _ { e } ( F ( x _ { 0 } ) , F ( x ) ) } \\
{ \text { s.t. } x \in X }
\end{array} \quad \left(\left\{\begin{array}{l}
\max w_{e}\left(F(x), F\left(x_{0}\right)\right) \\
\text { s.t. } x \in X
\end{array}\right)\right.\right.
$$

## Proof

$(\Longrightarrow)$ It is a result of Theorem 4.2.
$(\Longleftarrow)$ It can be proved by using Theorem 3.6.

Corollary 4.5 Let $F: X \rightrightarrows Y$ be $\mp C$-closed and $\mp C$-bounded valued on $X$ and

$$
\begin{equation*}
F(x) \preceq^{s} F(y) \text { or } F(y) \preceq^{s} F(x) \text { for all } x, y \in X . \tag{8}
\end{equation*}
$$

If $x_{0} \in X$ is an $s$-maximal ( $s$-minimal) solution of $(s-S O P)$, then it is also a strong solution of the problem:

$$
\left(V O P_{v}^{s}\right)\left\{\begin{array} { c } 
{ \operatorname { m a x } v _ { e } ( F ( x ) ) } \\
{ \text { s.t. } x \in X }
\end{array} \left(\left\{\begin{array}{c}
\min v_{e}(F(x)) \\
\text { s.t. } x \in X
\end{array}\right)\right.\right.
$$

Proof Let $x_{0}$ be an $s$-maximal solution of $(s-S O P)$. If $F(x) \in\left[F\left(x_{0}\right)\right]^{s}$, then $F(x) \preceq^{s} F\left(x_{0}\right)$. If $F(x) \notin\left[F\left(x_{0}\right)\right]^{s}$, then from $s$-maximality of $x_{0}$ and (8) we have $F(x) \preceq^{s} F\left(x_{0}\right)$. Thus, we obtain $F(x) \preceq^{s} F\left(x_{0}\right)$ for all $x \in X$. Since $v_{e}(\cdot)$ is $s$-increasing, we get $v_{e}(F(x)) \leq_{\mathbb{R}_{+}^{2}} v_{e}\left(F\left(x_{0}\right)\right)$ for all $x \in X$. Therefore, $x_{0}$ is a strong solution of $\left(V O P_{v}^{s}\right)$.
The following example shows that the condition (8) is necessary in Corollary 4.5.
Example 4.6 Let $Y=\mathbb{R}^{2}, C=\mathbb{R}_{+}^{2}, X=\{1,2\}, A=[1,2] \times\{1\}, B=\left\{\left(\frac{3}{2}, 2\right)\right\}, F: X \rightrightarrows Y$ be defined as $F(1)=A, F(2)=B$. Consider the problem

$$
(s-S O P)\left\{\begin{array}{l}
\max F(x) \\
\text { s.t. } x \in\{1,2\} .
\end{array}\right.
$$

As seen in Figure 6, $A \npreceq^{s} B$ and $B \npreceq^{s} A$, i.e. (8) is not satisfied for this problem. Since $A \npreceq^{s} B$ and $B \npreceq^{s} A$, solutions of $(s-S O P)$ are 1 and 2 .

Let us choose $e=(-1,-1)$. We have

$$
v_{e}(F(1))=\left(-G_{e}^{\ell}(\{0\}, F(1)), G_{e}^{u}(F(1),\{0\})\right)=(1,1)
$$

and

$$
v_{e}(F(2))=\left(-G_{e}^{\ell}(\{0\}, F(2)), G_{e}^{u}(F(2),\{0\})\right)=\left(\frac{3}{2}, \frac{3}{2}\right)
$$

However, the unique solution of the problem

$$
\left(V O P_{v}^{s}\right)\left\{\begin{array}{c}
\max v_{e}(F(x)) \\
\text { s.t. } x \in X
\end{array}\right.
$$

is $x_{0}=2 . x_{1}=1$ is a solution of $(s-S O P)$, but it cannot be obtained by Gerstewitz vectorization.


Figure 6. Image sets of $F$.

Corollary 4.7 Let $F: X \rightrightarrows Y$ be $\mp C$-compact valued on $X$ and

$$
\begin{equation*}
F(x) \prec^{s} F(y) \text { or } F(y) \prec^{s} F(x) \text { for all } x, y \in X \text {. } \tag{9}
\end{equation*}
$$

If $x_{0} \in X$ is a weak s-maximal (weak s-minimal) solution of $(s-S O P)$, then it is also a strong solution of the problem

$$
\left(V O P_{v}^{s}\right)\left\{\begin{array} { c } 
{ \operatorname { m a x } v _ { e } ( F ( x ) ) } \\
{ \text { s.t } x \in X }
\end{array} \quad \left(\left\{\begin{array}{c}
\min v_{e}(F(x)) \\
\text { s.t. } x \in X
\end{array}\right)\right.\right.
$$

Proof It can be proved using strict monotonicity of $v_{e}(\cdot)$.

Theorem 4.8 Let $F: X \rightrightarrows Y$ be $\mp C$-closed, $\mp C$-bounded valued on $X$, and $v_{e}(F(x)) \neq v_{e}(F(y))$ for all $x, y \in X, x \neq y$. If $x_{0} \in X$ is a maximal (minimal) solution of $\left(V O P_{v}^{s}\right)$, then it is also an s-maximal ( $s$-minimal) solution of $(s-S O P)$.

Proof Let $x_{0}$ be a maximal solution of $\left(V O P_{v}^{s}\right)$. Then we have $v_{e}\left(F\left(x_{0}\right)\right) \mathbb{Z}_{\mathbb{R}_{+}^{2}} v_{e}(F(x))$ for all $x \in X$ such that $F(x) \notin\left[F\left(x_{0}\right)\right]^{s}$. As $v_{e}(\cdot)$ is $s$-increasing, we get $G_{e}^{\ell}(\{0\}, F(x)) \not \leq G_{e}^{\ell}\left(\{0\}, F\left(x_{0}\right)\right)$ or $G_{e}^{u}\left(F\left(x_{0}\right),\{0\}\right) \not \leq$ $G_{e}^{u}(F(x),\{0\})$. Since $G_{e}^{\ell}(\{0\}, \cdot)$ and $G_{e}^{u}(\cdot,\{0\})$ are $\ell$-decreasing, we have $F\left(x_{0}\right) \not \nwarrow^{\ell} F(x)$ or $F\left(x_{0}\right) \npreceq^{u} F(x)$ from (1), respectively. Hence, we obtain $F\left(x_{0}\right) \nVdash^{s} F(x)$ for all $x \in X$ such that $F(x) \notin\left[F\left(x_{0}\right)\right]^{s}$. Therefore, $x_{0}$ is an $s$-maximal solution of $(s-S O P)$.

We construct Gerstewitz vectorization for $(s-S O P)$ given in [11, Example 3.1] with a convex objective map in the following example.

Example 4.9 Let $Y=\mathbb{R}^{2}, C=\mathbb{R}_{+}^{2}$, and $F:[-1,1] \rightrightarrows Y$ be defined as

$$
F(x):=\left\{\left(y_{1}, y_{2}\right) \in \mathbb{R}^{2} \mid\left(y_{1}-2 x^{2}\right)^{2}+\left(y_{2}-2 x^{2}\right)^{2} \leq\left(x^{2}+1\right)^{2}\right\}
$$

for all $x \in[-1,1]$. Consider

$$
(s-S O P)\left\{\begin{array}{l}
\min F(x) \\
\text { s.t. } x \in[-1,1]
\end{array}\right.
$$

Because $F(x)=F(-x)$ for all $x \in[-1,1]$, we consider the problem

$$
(s-S O P)\left\{\begin{array}{l}
\min F(x) \\
\text { s.t. } x \in[0,1]
\end{array}\right.
$$

Let us choose $e=\left(-\frac{\sqrt{2}}{2},-\frac{\sqrt{2}}{2}\right)$ and consider the problem

$$
\left(V O P_{v}^{s}\right)\left\{\begin{array}{l}
\min v_{e}(F(x)) \\
\text { s.t. } x \in[0,1] .
\end{array}\right.
$$

As seen in Figure 1 and Figure 7, $F: X \rightrightarrows Y$ is $\mp C$-closed, $\mp C$-bounded valued on $X$, and $v_{e}(F(x)) \neq v_{e}(F(y))$ for all $x \neq y$ and $x, y \in[0,1]$. From (6) we have

$$
v_{e}(F(x))=\left(\sqrt{2}\left(x^{2}-1\right), 2 \sqrt{2} x^{2}+x^{2}+1\right)
$$



Figure 7. Image set of $v_{e}(F(x))$.

Moreover, there is not any $x \in(0,1]$ such that

$$
v_{e}(F(x)) \leq_{\mathbb{R}_{+}^{2}} v_{e}(F(0))
$$

Thus, $x_{0}=0$ is the minimal solution of $\left(V O P_{v}^{s}\right)$. Therefore, $x_{0}=0$ is a solution of $(s-S O P)$ by Theorem 4.8.

Now we construct Gerstewitz vectorization for a nonconvex $(s-S O P)$.

Example 4.10 Let $Y=\mathbb{R}^{2}, C=\mathbb{R}_{+}^{2}$, and $F:[0,2] \rightrightarrows Y$ be defined as

$$
F(x):= \begin{cases}([x-2, x] \times[x-2, x]) \cup\{(6+x, 6+x)\} & ; x \in[0,2) \\ \operatorname{conv}\{(-5,0),(6,6)\} \cup \operatorname{conv}\{(0,-5),(6,6)\} & ; x=2 .\end{cases}
$$

Consider the problem

$$
(s-S O P)\left\{\begin{array}{l}
\min F(x) \\
\text { s.t. } x \in[0,2]
\end{array}\right.
$$



Figure 8. Some image sets of $F$.

Some image sets of $F$ are given in Figure 8. Since $F(x) \npreceq^{\ell} F(2)$, we have $F(x) \not \nwarrow^{s} F(2)$ for all $x \in[0,2)$. Then $x_{0}=2$ is an s-minimal solution of $(s-S O P)$. As $F(x) \not \nwarrow^{\ell} F(0)$, we get $F(x) \not \nwarrow^{s} F(0)$ for all $x \in(0,2]$. Hence, $x_{0}=0$ is an $s$-minimal solution of $(s-S O P)$. Let us choose $x \in(0,2)$. We get $F(0) \preceq^{s} F(x)$ and $F(x) \npreceq^{s} F(0)$. Thus, $x$ is not an $s$-minimal solution of $(s-S O P)$. Therefore, solutions of $(s-S O P)$ are 0 and 2.

Since $F(2)+C$ is not convex, vectorization in [11] could not be applied to this problem. However, we can solve this problem via Gerstewitz vectorization.

Now we show that $x_{0}=2$ is a solution of this problem by using Theorem 4.3.
Let us choose $e=(-1,-1)$ and consider the problem

$$
\left(V O P_{w}^{s}\right)\left\{\begin{array}{l}
\max w_{e}(F(x), F(2)) \\
\text { s.t. } x \in[0,2]
\end{array}\right.
$$

We get

$$
\begin{aligned}
w_{e}(F(x), F(2)) & =\left(-G_{e}^{\ell}(F(x), F(2)),\right. \\
& \left.G_{e}^{u}(F(2), F(x))\right) \\
& =\left\{\begin{array}{cc}
(-3-x,-x) & ; x \neq 2 \\
(0,0) & ; x=2
\end{array}\right.
\end{aligned}
$$



Figure 9. Image set of $w_{e}(F(x), F(2))$.
As seen in Figure 9 there is not any $x \in[0,2)$ such that

$$
w_{e}(F(2), F(2)) \leq_{\mathbb{R}_{+}^{2}} w_{e}(F(x), F(2))
$$

Thus, $x_{0}=2$ is the solution of $\left(V O P_{w}^{s}\right)$. Therefore, $x_{0}=2$ is a solution of $(s-S O P)$ by Theorem 4.3. $x_{0}=0$ is also a solution of $(s-S O P)$. It can be shown similarly via Gerstewitz vectorization.

## 5. Conclusion

In this study, our aim is to replace a nonconvex set-valued optimization problem with respect to the set less order relation with a vector optimization problem via the Gerstewitz vectorizing function. This can allow us to use known solution techniques such as scalarization, duality, and derivative in vector optimization to solve nonconvex set-valued optimization problems. For further studies, one can investigate the usage of these techniques in set-valued optimization via different vectorizations.

## References

[1] Altangerel L, Boţ RI, Wanka G. Conjugate duality in vector optimization and some applications to the vector variational inequality. J Math Anal Appl 2007; 329: 1010-1035.
[2] Aubin JP, Cellina A. Differential Inclusions. Berlin: Springer, 1984.
[3] Chen GY, Jahn J. Optimality conditions for set-valued optimization problems. Math Method Oper Res 1998; 48: 187-200.
[4] Chinchuluun A, Pardalos PM, Migdalas A, Pitsoulis L. Pareto Optimality, Game Theory and Equilibria. New York, NY, USA: Springer, 2008.
[5] Ehrgott M. Multicriteria Optimization. Berlin, Germany: Springer, 2005.
[6] Gerth C, Weidner P. Nonconvex separation theorems and some applications in vector optimization. J Optimiz Theory App 1990; 67: 297-320.
[7] Gutiérrez C, Jiménez B, Miglierina E, Molho E. Scalarization in set optimization with solid and nonsolid ordering cones. J Global Optim 2015; 62: 525-552.
[8] Hamel AH, Heyde F. Duality for set-valued measures of risk. Siam J Financ Math 2010; 1: 66-95.
[9] Hernández E, Rodríguez-Marín L. Nonconvex scalarization in set optimization with set-valued maps. J Math Anal Appl 2007; 325: 1-18.
[10] Jahn J. Vector Optimization. Heidelberg, Germany: Springer, 2004.
[11] Jahn J. Vectorization in set optimization. J Optimiz Theory App 2013; 167: 783-795.
[12] Jahn J, Ha TXD. New order relations in set optimization. J Optimiz Theory App 2011; 148: 209-236.
[13] Khan AA, Tammer C, Zălinescu C. Set-Valued Optimization: An Introduction with Applications. Berlin, Germany: Springer-Verlag, 2015.
[14] Klein E, Thompson AC. Theory of Correspondences: Including Applications to Mathematical Economics. New York, NY, USA: Wiley, 1984.
[15] Köbis E, Köbis MA. Treatment of set order relations by means of a nonlinear scalarization functional: a full characterization. Optimization 2016; 65: 1805-1827.
[16] Küçük M, Soyertem M, Küçük Y. On the scalarization of set-valued optimization problems with respect to total ordering cones. In: Hu B, Morasch K, Pickl S, Siegle M, editors. Operations Research Proceedings; 2010; Heidelberg, Germany: Springer, 2011, pp. 347-352.
[17] Küçük M, Soyertem M, Küçük Y. The generalization of total ordering cones and vectorization to separable Hilbert spaces. J Math Anal Appl 2012; 389: 1344-1351.
[18] Küçük Y, Atasever Güvenç İ, Küçük M. Weak conjugate duality for nonconvex vector optimization. Pac J Optim 2017; 13: 74-103.
[19] Küçük M, Soyertem M, Küçük Y, Atasever İ. Vectorization of set-valued maps with respect to total ordering cones and its applications to set-valued optimization problems. J Math Anal Appl 2012; 385: 285-292.
[20] Kuroiwa D. Existence theorems of set optimization with set-valued maps. Journal of Information and Optimization Science 2003; 24: 73-84.
[21] Kuroiwa D. The natural criteria in set-valued optimization. RIMS Kokyuroku 1998; 1031: 85-90.
[22] Kuroiwa D, Tanaka T, Ha TXD. On cone convexity of set-valued maps. Nonlinear Anal-theor 1997; 30: 1487-1496.
[23] Löhne A, Tammer C. A new approach to duality in vector optimization. Optimization 2007; 56: 221-239.
[24] Luc DT. Theory of Vector Optimization. Berlin, Germany: Springer, 1989.
[25] Neukel N. Order relations of sets and its application in socia-economics. Applied Mathematical Sciences 2013; 7: 5711-5739.
[26] Polak E. Optimization Algorithms and Consistent Approximations. New York, NY, USA: Applied Mathematical Sciences, 1997.
[27] Tanino T. Conjugate duality in vector optimization. J Math Anal Appl 1992; 167: 84-97.
[28] Xu YD, Li SJ. A new nonlinear scalarization function and applications. Optimization 2016; 65: 207-231.


[^0]:    *mustafa.soyertem@usak.edu.tr,
    2000 AMS Mathematics Subject Classification: 80M50, 90C26

