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Abstract:

Empirical analyses of IPO initial returns are hgagependent on linear regression models.
However, these models can be inefficient due teatssitivity to outliers which are common in
IPO data. In this study, the machine learning metttamdom forest is introduced to deal with the
issues the linear regression cannot solve. Theoraridrest is used to predict initial returns of
IPOs issued on Borsa Istanbul. The prediction amyuof the random forest is then tested
against methods of robust regression. The predicésults show that random forest has by far
outperformed other methods in every category ottmparison. The variable importance
measure shows that the IPO proceeds and IPO vauvette most important predictors of IPO
initial returns. The results also show that thealdes that act as potential proxies for ex-ante
uncertainty are more important than variables éin@tproxies for information asymmetry.
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1. Introduction:

IPOs initial returns, often referred to as l&@lerpricing in the literature, is one of the most
renowned market anomalies and has been documenteany markets. As early as the 1970s,
researchers such as Ibbotson (1975) observedthatitial performance of IPOs was
exceptionally high, Stoll and Curley (1970) as weidticed a remarkable price appreciation of
equity offerings between the initial offering dated the first market date. In the following years,
IPOs underpricing has been taken seriously andlyvatiscussed in the literature of finance.
Loughran et al. (1994) document the occurrencaisfghenomenon in 25 markets around the
globe. Similarly, Ritter and Welch (2002) find thhe offer prices of IPOs issued by US
companies were underpriced by an average of 1@peithis figure then jumped to an extreme
level during the internet bubble. Consistent wité global evidence, the IPOs underpricing has
been found highly significant in the emerging maskgluang et al., 2016; Alanazi& Al-Zoubi,
2015; Chang et al., 2008; Kiymaz, 2000). Empireatience, however, shows that the level of
IPO underpricing differs considerably among cowstrBased on data compiled by Ritter (2015)
the emerging markets have much higher IPO undéngriatios compared to developed
markets. Engelen and Essen (2010) examined IPO data ob@idtries and found a variation of
10% in the level of underpricing between countries.

Explaining this anomaly has been a promineoct$ of academic researchers. Although the
notion of IPO underpricing may seem straightforwactically the process of IPO is
characterized by the complexity of determiningalffer price. This complexity arises from the
potential conflict of interests among the particifsain the IPO process. For this reason, there has
been little consensus regarding whether the IP@nuomiting is a desirable or undesirable
outcome of the IPO process. For instance, Daltah. €2003) find that in most of the cases the
underwriters are not acting in the best of theertk i.e. the IPO firms, but rather favoring the
recipients of the IPO shares whom often end upviemost of the IPO proceeds. On the other
hand, Beatty and Ritter (1986) state that exceasiderpricing of the IPO by the underwriters
would be appealing to the uninformed investors,itarbuld not be so to the IPO firms. On the
contrary, a higher offer price would benefit th®©IRrms but discourages the uninformed

investors from buying the IPO. Therefore, the undiers will seek some optimal level of

'Updated global IPO underpricing information carfdxend on Jay Ritter's website:
https://site.warrington.ufl.edu/ritter/files/2015/Mitial-Public-Offerings-International-Insight€H25-05-21. pdf



underpricing that satisfies both sides. Loughrash Ritter (2002) in efforts to understand why

the issuers are satisfied leaving a large amountasfey on the table by letting the underwriters
set a low offer price, they examined the covaridmetsveen the issuers’ capital sacrifice and
their overall wealth after listing. Loughran andt®i found that the issuers attain larger wealth
gain on the retained shares from a price jump. Beroaspect of IPO underpricing complexity
lies in the difficulty to determine the factors th@ad to underpricing. In this respect, a
considerable amount of theoretical explanationsdleas developed to rationalize the anomaly of
IPO underpricing. Welch and Ritter (2002) categotize theories of IPO underpricing into
asymmetric and symmetric information. The explanatibased on asymmetric information
theories have been widely supported and followetieniterature of IPO underpricing.
Symmetric information theories, on the other hdraV,e not been widely accepted as the primary
determinant of underpricing. One explanation faké under this category is the Tinic (1988)
argument which suggests that the IPO is intentipnaiderpriced by the issuers to reduce their
legal liability. Welch and Ritter add another catggto IPO underpricing theories which focuses
on the allocation bias of IPO shares among thestaove. Most of these theories have been
subjected to rigorous empirical testing using fepecific and market specific-factors. The
empirical evidence presented in the literatureotsbly in favor of the asymmetric information
theory.

In this study, a machine learning algorithrensployed to predict IPOs initial returns.
Machine learning is a subset of data science #aahlwhen exposed to a dataset, but the dataset
has to be large enough to sustain the learningepsydinancial data though is considered small
to medium compared to other fields where machiamiag models are applied to larger data.
However, financial data is also featured with n@ed might be heavily skewed in some cases,
for such issues the nonlinear techniques are thst appropriate. Fortunately, machine learning
algorithms fit perfectly for this purpose. In addit, some of the machine learning algorithms
have already been used in many financial applinatiespecially in risk management and
forecasting the future stock returns, and haveeartdpmed the classical financial methods (see
e.g., Desai and Bharati, 1998; Thawornwong eR80D3; Maciel and Ballini, 2010; Hanias et al.,
2012). A review by Tkac and Verner (2016) shows é#naficial neural network applications
have made significant inroads in finance over #s¢ two decades. According to this review, the

majority of these applications are found in studedated to predicting financial distress and



bankruptcy and forecasting shares and bonds peafuren As for predicting IPO initial returns,
the linear regression methods are still the domiapproach. However, there have been
significant efforts to analyze IPO returns usingaaety of machine learning and computational
intelligence techniques. To name a few, Luque.gqPal12) focus mainly on the offering
characteristics to predict IPO returns using a ieradgorithm. Huang et al. (2012) also apply a
genetic-based algorithm on the IPO’s fundamentaaises to select the potentially high-growth
stocks. The artificial neural networks (ANN) angpart vector machine (SVM) have been used
to predict IPO initial returns in studies such asshbrffer and Diederich (2008) and Bastl et al.
(2014). The fuzzy neural network (FNN) an advaniogelligence system of ANN has been
applied recently by Wang et al. (2018) to prediet tinderpricing of a large sample of U.S.
IPOs. Robertson et al. (1998) construct an OLSessgon and neural network models to predict
the first day returns of IPOs, the empirical finglrof their study show that the predictions
produced by neural network models were better gnadictions produced by OLS regression.
The same approach was followed by Reber et al.52@0predict IPO initial returns. Their
results, however, showed a slight advantage ofah@etwork models over OLS regression.
More recently, the random forest, a powerful and-k@own machine learning algorithm, has
been used by Quintana et al. (2017) to predictR@eunderpricing.

2. Literaturereview:

Ritter and Welch (2002) state that the thesogieplaining the anomaly of IPO underpricing
follow two lines, the first line is based on thémMmation asymmetry problem among the
participants in the IPO transactions. The winneusse model of Rock (1986), the first model to
underline the asymmetric information, contends Huahe investors are better informed about
the market than other investors. The informed itoreshave the edge over other investors as
they only subscribe to shares of an attractive Whide the uninformed investors subscribe to
every IPO. This means that attractive shares wilbversubscribed and dominated by informed
investors. The uninformed investors, on the otlaerdh will receive a small proportion of the
attractive IPO shares and the full supply of uaative IPOs. As a result, they end up receiving
expected returns below the average underpricirgyen negative returns. The uninformed
investors then would react by ceasing bidding for @O shares in the future. Therefore, Rock
(1986) assumes that the underpricing is pre-makermined by the issuers in order to increase

the demand and reduce the effect of the informasymmetry between the informed and the



uninformed investors. Beatty and Ritter (1986) apiually extend the winner’s curse model
with a different division between informed and udommed investors, this model assumes that
the underwriters are better informed about the etahan the issuing corporations. This, in turn,
allows them to set the offer price more accuraf€he signaling model developed by Welch
(1989), Allen and Faulhaber (1989) and Grinblatt Blwang (1989) also complements the
argument of information asymmetry by assuming thatissuing corporations are better
informed about the intrinsic value of their compnihan the outside investors.

The other line of IPO underpricing theoriescdisses the allocation bias in the shares of IPO.
It argues that the underwriters may use their digsmmary power to purposively underprice and
diffusely allocate the underpriced IPO shares woifed clients. The underwriters, in turn, can
boost their profits through the trading commissitivesy acquire from the clients.
Despite the myriad of theories put forth by theesgshers to explain the anomaly of IPO
underpricing, the underlying causes of this phemmnere still debated. As pointed out by
Ljunggvist (2007), the asymmetric information theerare the most supported by empirical
evidence, but according to Ritter and Welch (20223, unlikely to be the primary determinant
of fluctuations in IPO activity and underpricing. addition, most of the theories hold well in the
developed markets, yet they are less successéxiplaining extremely high underpricing of
IPOs in emerging markets. In China, for exampléa{2011) and Gao (2010) find no
significant relationship between the IPOs initetlurns and the proxies of asymmetric
information. The studies on the Indian IPOs fincewi evidence. Using IPO data for the period
2005-2012, Chhabra et al. (2017) find the variaties signal information are highly significant
and companies with high information disclosure eigmee less underpricing. On the other hand,
Chhabra et al. (2017) find the informational valésidess effective in explaining the IPO

underpricing.



Tablel
Studies of IPO underpricing from developed and gmgrmarkets.

Authors Dataset Variables The main findings

Pande and Vaidyanathan IPOs issued on NSE in the period between Dummy variable for market demand, listing delayrketing Market demand and market percentage change areaimedrivers of

(2007) March 2004 and October 2006 expenditures, issue size, market change on thefdasting. IPO underpricing.

Wadhwa (2014) The analysis was performed on thesdabf Offer price, listing delay, a dummy variable for et demand, the Underpricing was found to be positively relatedhe offer price and
92 IPOs issued between 2009-2011 on NSEeputation of the leading underwriter, issue siP€ grade, firm age, listing delay.

internal risk factors, equity retained, a dummyiatale for private and
government issues

Lin and Hsu (2008) The newly listed firms on Taiwstack Market adjusted returns, Allotment ratio, Debt BatPO proceeds, The evidence does not support the ex-ante uncgrtaypothesis in
exchange and Hong stock exchange for thetrading volume, market cap dummy, sectors’ dummy both markets, asymmetric information measurester@rtost consisten
period between January 1999 and June 2004 determinant of underpricing in both stock markets

Ekkayokkaya and Pengniti A sample consists of 463 IPOs made duringViarket co-movement, lagged underpricing, pre-IPQkesiareturns, pre- The study documents a significant reduction in IR@erpricing

(2012) the period 1990-2007, and subsamples for IPO market volatility, stock market cap. to GDReaharket volatility,  following major governance reforms. The listingiaities show
the pre-reform, transitional and post-reformissue size to industry market cap., elapsed timsmly variable for improvement after governance reforms and the frecyef use of
periods governance reforms, use of proceeds disclosuregiship control proceeds disclosures have reduced the ex-antetaimtygr
retention.
Satta (2017) IPOs issued on international stockaxges Firm age, firm size, core business, number of undtars, the reputation The findings support the validity of the timing asignaling
by firms operating in the port industry in the of the lead underwriter, percentage of equity effievariable represents hypothesis, the age of the issuer is found to naiddPO underpricing
2001-2015 the historical background of the port industry. IPOs issued by port companies suffer higher leskisiderpricing.
Peng and Wang (2007) A sample consists of 647 [85D&d in Proxy for the flotation method, the return of tharket index, the Ex-ante uncertainty and asymmetric information gasignificant role
Taiwan stock exchange in the period 1996- standard deviation of market index returns, the istiares offered in IPO underpricing, the auction flotation metheduces IPO
2003. divided by the number of subscriptions, the offee ssale revenue, underpricing.

index of earnings management, underwriter's reriathe auditor
reputation, dummy variable for electronic firmsptay variable for
firms listed in the OTC.

Tian (2011) Dataset consists of 1377 IPOs listethen  The pricing cap, issuing size, allocation ratealtassets, Firm age, Financial regulations account for more than halhef severe
Shanghai and Shenzhen Stock Exchanges listing delay, size of the government shareholdsizg of block underpricing, investment risks also contributegweese underpricing,
between 1992 and 2004. shareholding, size of employee shareholding, dizeamagerial asymmetric information is far from being the majieterminant of

shareholding. underpricing.

Jewartowski and Liziska IPOs issued on the Warsaw Stock ExchangEirm size, privatization, return on equity, the mge of underpricing The study documents a strong effect of early afteket volatility,

(2012) in the period 1998-2008. over a ninety-day window prior to the IPO date, keficondition, issuer’s size, growth opportunities, and profitiypibefore the offering

market-to-book value, early return volatility. on IPO initial returns.

Marshal (2004) A total of 532 IPOs listed on USckto The rank of the lead underwriter, the auditor rafiah, percentage of  Financially risky firms with few alternative finaiat sources have
markets in the period 1993-1995 retained shares, percentage of proceeds allocatedséges outside higher underpricing, the large supply of IPOs jaaticular industry

general corporate or working capital, offer sizergentage of venture  leads to higher initial-day returns.
capital or corporate funding, debt capacity, IPQuue at the industry
level, measures of firm’s financial risk
Falconieri et al. (2009) IPOs listed on the AMEXASDAQ, or The standard deviation of return over the firstiityedays after listing,  Including proxies for ex-post value uncertaintyidesx-ante
NYSE during the period 1993-1998 the offer size, proxy for hot issues, firm ageuanthy variable for tech  uncertainty improves the explanatory power of ttozlet.
and internet companies, the rank of the lead undtenyfirst day’s
trading volume, proxies for ex-post value uncettain
Vong and Trigueiros (2010)  All the new offeringstéid on the Hong The subscription rate, the offer size, firm site offer price, standard  The reputation of underwriters helps to reduceuth@erpricing, the
Kong Exchange over the period 1994-2005deviation of returns over the first ten days dliteting, the market share informed demand hypothesis of Rock (1986) foundesignificant
of the underwriter, IPO volume. under specific conditions.

Note: Except for the study of Peng and Wang (20@¥gh uses stochastic frontier model, all the otleported studies use linear regression.




3. Data and model selection:
3.1. Data:

The data set used in this study consistgstffiay trading returns of 127 public offerings
listed on Borsa Istanbul (BIST) during the peri®@®&-2018. In this period, a total of 217 firms
went public raising around 17.8$ billions of capitss it is shown in table 2, IPO activities
peaked in 2000 with 35 deals then dramatically degpto one deal in the next year, this
dramatic decline was due to the liquidity crisi2B01 and the depreciation of the Turkish Lira
by 50% against the dollar in a short period of tilnethe following years, especially since 2004,
the global favorable monetary conditions spurrezshemic growth and sectoral developments in
many emerging markets. In this period, Turkey sawrmprecedented scale of privatization. The
IPO market, in turn, experienced a significant clptn terms of the realized proceeds. It may be
noted that the period 2004-2007 was the most ssftdgreriod for IPOs thanks to the large scale
of privatization sales, a total of 44 firms wenbpa in this period raising around 6.4$ billions of
revenues. The period of global recession showedrk seduction of the number of IPOs with
only three listings on the BIST in the years 2008 2009 combined. This reduction in IPO
activity was largely driven by the rapid declinepiices on BIST following the breakout of the
global recession in the third quarter of 2008. TR@ activities bounced back in 2010 and
maintained its positive trend up until 2012, allveith a reduced total amount of capital raised.
The IPO market in Turkey begun to slow down agaigd12 and has not been so active in the
following years. Throughout the period of the stude find that 127 offerings out of the total
offerings were underpriced, the rest of the offgsiwhich account for around 41.5% of the total
offerings were either overpriced or correctly pdce

The IPO data used in the empirical analysabigined from Borsa Istanbul. The data of the
companies’ financial operating history prior to IR@s extracted from the financial statements
archive of the publicly traded companies providgdbrsa Istanbul and the public disclosure
platform (kap.org.tr). Information about the foutida dates was retrieved from the companies’
yearbooks provided by Borsa Istanbul.



Table2
IPO activities on Borsa Istanbul during the perl®$8-2018.

IPO proceeds Percent (%)

Year Number of IPO deals (millions of USD)

1998 20 383.35 2.15
1999 10 90.72 0.51
2000 35 2806.22 15.76
2001 1 0.24 0.00
2002 4 56.47 0.32
2003 2 11.25 0.06
2004 12 482.58 2.71
2005 9 1743.96 9.80
2006 15 930.50 5.23
2007 9 3298.31 18.53
2008 2 1876.92 10.54
2009 1 6.91 0.04
2010 22 2104.02 11.82
2011 25 826.49 4.64
2012 16 297.08 1.67
2013 8 721.65 4.05
2014 9 308.87 1.73
2015 3 23.21 0.13
2016 2 117.14 0.66
2017 3 351.76 1.98
2018 9 1366.44 7.67
Total 217 17804.1 100

Source: Borsa Istanbul (BIST).
3.2. Model selection:

To predict the IPO first-day returns, we fgstect the most commonly used measure of
underpricing proposed by Ibbotson and Jaffe (198l Ibbotson et al. (1988, 1994), which is
expressed as

IR;t = (CP;y — OP;)/OP;;

whereCP;, is the closing price of the first trading d&#®;,is the firm’s offer pricd at timet;

IR;; is the IPQO’s initial return of the firmat timet.

Secondly, the IPO initial return is regreseedr a set of variables that have been
theoretically and empirically linked to underprigim the preceding literature. The variables
used in the empirical model can be classified aampany characteristics, offering
characteristics, and market sentiment indicators.



Company characteristics: This category coggisthe variables firm age, firm size, net
income and returns on assets (ROA) to proxy foffithespecific risk factors. The firm age and
firm size are commonly used in the literature @saxy to measure uncertainty and information
asymmetry as well. Firms established long befatnly should have more information available
to the public which reduces the information asymgnatnong the issuer, the underwriters, and
the investors. Ritter (1984) argues that the le¥einderpricing is positively related to ex-ante
uncertainty about the value of the firm. The leselinderpricing, therefore, is negatively
associated with the company’s age prior to listifigs relationship has been empirically
confirmed in many studies (Ange & Brau, 2002; Lotagh& Ritter, 2004; Chahine, 2008).
Similarly, larger firms, as compared to small fisrase perceived as less risky because it displays
less uncertainty about its value. The large congsaiso have more public disclosure which
decreases information asymmetry, winner’s curserthef Rock (1986) and information
asymmetry theory of Beatty and Ritter (1986) bathgest that greater information asymmetry is
always associated with bigger underpricing. Nebme and ROA are also included to proxy for
information asymmetry and to evaluate the firm’'slgy and performance prior to IPO, Lowry
and Shu (2002) state that firms that experien@agér operating performance prior to the IPO

are subject to less uncertainty.

Offering characteristics: The variables sedainder this category are the IPO volume, the
IPO rate, the offer price, and IPO procéed#e offer price, IPO proceeds, and volume can be
regarded as an indicator of uncertainty. Dailyle2003) suggest that the highly-priced IPOs
are characterized by lower uncertainty regardirmgftiture performance of the firm. In contrast,
Ibbotson (1988) finds firms that offer a low pricave a high level of uncertainty, and that their
offered equities can be subjected to speculatading. The size of the IPO often measured by
the proceeds is supposed to have a strong impaataerpricing, Clarkson (1994) find the IPO
size to be an effective proxy for ex-ante uncetyaiwhereas How et al. (1995) report a
significant negative relationship between the sizé underpricing. As for the IPO rate, which
represents the percentage of shares offered,ghalsig theory suggests that this factor conveys

information about the quality of the firm (LelanddaPyle, 1977). Consequently, the higher

*To remove the inflation effect that may distort tesults, the IPO proceeds specifically have bekert as US
dollars in most of the studies on Turkish compdrie®s such as Basti et al. (2015), Durukan (200®sel and
Yuksel (2006), Durukan (2002) and Kiymaz (2000).



percentage of shares offered, the lower undergriédmaddition to these variables, a dummy

variable is included to indicate for the foreignestors’ participation in the IPO process.

Market sentiments: The 30 days and 60 daysavket performance prior to IPO date are
commonly used as an indicator for market sentimdfrite cyclical behavior hypothesis argues
that IPOs realized during the hot market are hgamberpriced compared to those realized in
periods of cold market. Ritter (1984) documenteslgkistence of these type of behaviors in US
markets during the 1980s. In addition, Hanley ()98Borts a positive relationship between
IPO’s initial return and market index returns piiodPO. Due to the existence of a short-term
momentum effect in Borsa Istanbul as evidencedjay Bnd Polak (2015), the two measures are
considered in the empirical analysis. Therefore, different empirical models are developed to

study the effect of each measure separately.

Table3
Variables definitions.
Dependent variable IR Fist-day IPO return
FA Firm age prior to the listing date
Firm characteristics FS Firm size (assets)
ROA Return on assets
NI Net income

IPOV  Number of shares offered
Offering IPOR IPO rate (the proportion of shares offered)
characteristics  OP The offer price
Pd The IPO proceeds (in USD)
D20 Dummy variable equals 1 if the foreign investorg’ghase of IPO exceeds 20%, and 0
otherwise.

Market sentiments  MP30 30 days market return prior to IPO

MP60 60 days market return prior to IPO

4. Resear ch methodology:

The empirical analyses carried out to expdaid predict the IPO initial returns are often
based on linear regression models. There are at&#savhere non-linear models such as logistic
regression are implemented. The use of machinedbaséhods has been on the rise recently. In
this study, the random forest -one of the most fapuachine methods in both classification
and regression- is used to predict the return®0klissued on Borsa Istanbul in the period
between 1998-2018. In addition, since the randamstds a novel technique to the IPO
literature, its predictive accuracy is compareddme of the well-known robust regression
methods. To the best of the authors’ knowledgegtlseonly one study conducted by Quintana




et al. (2017) which uses the random forest to ptetlie IPO returns. According to Quintana et
al. (2017), the random forest has some unique ffiesitaver other tree-based techniques which
make it potentially suitable for predicting IPOuwts. Predicting IPO initial return has been a
challenging task due to the involvement of a largmber of determinants with very different
explanatory power and the presence of outlierghigwregard, the random forest with its ability
to combine weak and strong variables and its rai@sstto outliers can be a very useful tool for
this task. In general, the machine learning atgors and particularly the random forest work
effectively on large data. Therefore, sectoral segation of the IPOs which is a common
practice in the IPO literature would significanglgrink the data sample and ultimately leads to
poor results. On account of this, sectoral segniientaf the IPOs is avoided to ensure better
results. The main purpose of this study is to extie work of Quintana et al. (2017) to other
markets and provide further supporting evidendideécadvantage of using the random forest in

predicting IPO initial returns.
4.1. Random forest:

Random forest, developed by Breiman (20013niensemble learning method in which
multiple decision trees are constructed and metggether to get a more accurate and stable
prediction or classification. The trees in the @mdorest are drawn from the original sample
using bootstrap resampling, and each tree is gusimg a randomized subset of features. The

procedures to produce the random forest of regredsees are explained below.

Let's assume we have the dataBet {(x,y;) ... ... (xn, ¥n)} and the aim is to find the function
f: X — Y whereX is the inputs an#l is the produced outputs. Furthermore Mebe the number

of inputs.

1. Random forest randomly seleatsbservations fron® with replacement to form a bootstrap

sample.

2. Each tree is grown using a subsetofieatures from the overall features. For regression, it
is recommended to set the subset of featurgs/atThen at each node; features are selected
at random and the best performing split amongritfeatures is selected according to the

impurity measure (Gini impurity).

3. The trees are grown to a maximum depth withounipg.



Growing trees without pruning and selecting Itiest features split at each node allow the
random forest to maintain prediction strength.ddigon, the random selection of features
reduces the correlation between the trees. Unlikerdree-based techniques, the random forest
is immune to overfitting as more trees are adddtedorest. The overall predictions are
produced by taking the average of the predictidrieaindividual trees in the forest. Random
forests do not only generalize the predictiong@dd over the entire sample, but also provide
variable importance measure using the out-of-batpga The main idea is eliminating the
dependence of the predictor with the responsebartay permuting its values across all trees,
then the loss of prediction accuracy of the foreststimated, high loss implies high importance
of the predictor and vice versa. It should be ndited random forest is frequently implemented
with K-folds cross-validation when accurate assesgragainst other machine methods is
required. However, such a procedure may not bessacg since the unbiased estimate of error

can be estimated internally in the random forest.
4.2. Robust regression methods:

The ordinary least squares method is knowseteensitive to outlier points. In robust
regression, the influence of the outliers on tktediregression line is reduced using weight
function. This has the additional advantage of mgkiutliers stand out more strongly against
the line. There are many weighting functions preglos the literature. In this study, three robust
regression methods are used namely the iteratieglgighted least-squares (IRLS) algorithm,
the least median squares (LMS), and the least teidhsquares (LTS). In the IRLS algorithm, the

outlier points are weighted using Huber psi andeltkbisquare psi functions.
4.2.1. Theiteratively reweighted least-squares (IRL S):

The method of iteratively reweighted leastasgs consists of an underlying weighted least
squares fit that is placed inside an iteration lodjpen a loop is passed at each iteration, a least-
squares fit is carried out using a set of weighsight is assigned to each observation.
Moreover, the weights are derived from the curresidual and are updated from iteration to
iteration. Since the new weights are derived fromresiduals, the iteration process goes on as
the residuals keep changing, then the processnates when the residuals remain unchanged
over two passes. The IRLS heavily depends on thghtveg functions (see Heiberger and

Becker. (1992) for more details about the most comlynused weighting functions).



4.2.2. Theleast median squares (LM S) and least trimmed squares (LTYS):

Linear least squares estimator minimizes time of squared residuals to find the parameters
that best fit a set of data points. The least nmedguares estimator replaces the sum of squared
residual with the median of squared residuals.tAted by Rousseeuw (1984), the creator of the
technique, the resulting estimator from this preaem resist the effect of nearly 50% of
contamination in the data. Rousseeuw later intredube least trimmed squares (LTS) to
improve the asymptotic efficiency of LMS. This mathconsists of finding a subset of data
points whose deletion from the data set would tedtie regression with the smallest residual
sum of squares. The idea is to mitigate the inftgeof outlier points by minimizing the sum of
the smallest squared residuals rather than the letengum of squares. This is done by ordering
the squared residuals from smallest to largest, tihe number of the smallest squared residuals
is determined by specified trimming parameter wlatdo leaves out the percentage of outliers
among all the observations, the trimming paransteuld at least be more than half of the
number of observations. Put differently, the trimgmparameter is the threshold that separates
the outlier points from the rest of the observatiorherefore, LTS would be less efficient if the
trimming parameter is small. However, it shouldhioged that LMS and LTS have a high

percentage of breakdown points, which means tlegethwo methods are insensitive to outliers.
5. Empirical results:

The ability of the random forest to producewaate predictions of IPO initial returns is the
main focus of empirical analysis. To this end, phedictive accuracy of random forest is
compared to that of robust regressions in termedmsquare errors (MSE) and root mean
square errors (RMSE). In addition, the comparidea encludes the measures of descriptive
statistics of the predictions produced by each owtnd the actual initial returns. The second
part of the analysis discussion is devoted to stugthe relative explanatory power of the

independent variables.



Table4
Descriptive statistics.

Min. Median Mean Max. Std.dev
IR 0.0032 0.12 0.1314 0.38 0.08024737
FA 0.2849 12.7288 15.4671 72.211  13.89858
FS (in millions) 0.1769 37.55 585 34480 3176.11344
IPOV (in millions) 0.05 3.6 21.520896 625 71.038799
ROA -0.10143 0.03719 0.07669 0.77646 0.1149453
NI (in millions) -62.976 0.880541 12.160637 864.259 79.532473
IPOR 0.00345 0.2518 0.30292 0.9907 0.1773995
OoP 1 4 10.06 100 14.33584
Pd (in millions $) 0.2427 13.97 89.81 1837 264.401905
MP30 24.0255 0.4077 1.5025 47.3977 11.83767
MP60 -34.049 2777 2.893 59.782  14.46375

5.1. Predictionsresults:

To obtain the best predictions from the randorast, the initial value of features split to be
used at each node was set at five, and all the pdrameters of the trees to be grown were let at
default. Then, the value of features split was el@sed gradually at each experiment. The best
predictions were produced at value three, meammapall the trees inside the forest were
constructed using three random variables. In amidithe same value of features split was given
when automated search for the optimal value waseimgnted, the automated search was
executed with the value of features split initiadt at two. During the course of the experiments,
we noticed that the change in the number of groemstdid not have a major impact on the

results, but the change of features split valueamasial in obtaining the best predictions.

Tableb
Prediction errors.
Methoc First mode Second mod
MSE RMSE MSE RMSE
Random fore: 0.0011'6 0.0339¢8 0.00113: 0.03366!
LMS 0.05022; 0.22410; 0.04588i 0.21421.
LTS 0.03699 0.192341 0.01328; 0.11524
IRLS-T 0.00601: 0.07753!I 0.00594! 0.07713!
IRLS-H 0.00601; 0.07754: 0.00602; 0.07760:

Note: IRLS-T and IRLS-H refer to iteratively rewhigd least squares implemented with Tukey's bisgymesi
function and Huber psi function respectively.



Table 5 summarizes the prediction errors nreglslly mean square and root mean square of
errors. MSE and RMSE are measures of the absdalutethe regression model predictions to
the observed values, which also refers to the privyiof predicted values to the observed values
and in the same time it indicates for the unexgldinariance in the residuals. Therefore, lower
values of MSE and RMSE indicate better fit. Thed@n forest as shown table 5 is able to
produce far better predictions compared to theratiethods, this can be seen more clearly in
the plot of the random forest predictions agaihetactual values in Fig.1. The errors found in
the random forest predictions are extremely smadbiath models, but the predictions of the
second model which accounts for the 60 days prerfagket performance are slightly better
than the predictions of the first model, this metias the market short-term momentum effect is
an important factor for the initial performancelBOs. In fact, all the other models performed
better when the 30 days pre-IPO market performammsereplaced with the 60 days of pre-IPO
market performance. LMS and LTS methods, which hmeen established to be insensitive to
outliers, have performed poorly in both models #rey even produced less accurate predictions
than the IRLS methods. This was not expected cerisiglthe high breakdown point percentage
of LMS and LTS, but it should be noted that LMS &6 do not weigh down the outlier points
but rather ignore them. Therefore, it is highlyelikthat the strong presence of outlier points in
the data has far exceeded the resistance leviekahethods. The IRLS methods, on the other

hand, were able to perform better because it waigas) each observation.

Panel A: Predictions of the fist model with 60 Panel B: Predictions of the second mdel with 30
days pre-IPO market performace. days pre-IPO market performance
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Fig. 1. Random forest predictions vs observed values.



In term of the descriptive statistics of the prédits, random forest performance again has been
exceptionally strong, the median and mean predistiy random forest fall close to the mean
and the median of the observed values, even thdatd deviation of random forest predictions
is slightly different than the standard deviatidrihee observed values. The IRLS predictions in
term of the mean and median are acceptable, bstéindard deviations of their predictions are
far less than the standard deviation of the obskevadues. The MLS and LTS offered unreliable
predictions in each of the descriptive statistieasures. Overall, the descriptive statistics
measures make it apparent that the distributicamdom forest predictions is relatively identical

to the distribution of the observed values.

The IPO underpricing in Turkey has been exgdan a number of studies (see e.g., Kiymaz,
2000; Durukan, 2002; Aktas et al., 2003; Yuksel "idsel, 2006; Bildik and Yilmaz, 2008;
and Ozdemir and Kizildag, 2017). However, all thstselies were basically concerned with
demonstrating the significance of factors affectimginitial returns rather than making
predictions of IPO returns. Moreover, some of thetadies focus on a certain aspect of IPO
underpricing. For instance, Ozdemir and Kizilda@1(2) study the relationship between the
franchising activities of IPO candidates and theepof their initial offerings, whereas Yiksel
and Yuksel (2006) focus on the effect of the trgdinlume on underpricing. In addition, the
empirical investigations of these studies wereiedrout using linear regression methods.
Meaning that predicting IPO initial returns was beg the scope of these studies. Therefore, the
lack of research on this matter urges the needptoee the subject of underpricing with
methods other than classical linear models. Inrggsird, the random forest can deliver better
results on both ends. As it is already shownyéimelom forest is able to produce accurate
predictions for IPO returns. On top of this, vak&importance measure, which is statistically

equivalent to variable significance in linear reggien, can be carried out with the random forest.



Table6
Descriptive statisticstioé predicted values.

Method of prediction Median Mean Std.dev

Random forest 0.126 0.1321 0.050041

. LMS 0.0736 0.1035 0.171793

nfgj; LTS 0.1942  0.165 0.178523

IRLS-T 0.1303 0.1312 0.020103

IRLS-H 0.1299 0.1306 0.019427

Random forest 0.1319 0.1321 0.050117

LMS 0.1852 0.184 0.192766
Second

model LTS 0.1811 0.1621 0.090621

IRLS-T 0.1307 0.1311 0.021117

IRLS-H 0.1291 0.1297 0.019409

5.2. Variable importance:

As previously mentioned, the variable impoctais measured by the loss of the model's
prediction accuracy when the variable of intersstisassociated from the response variable. The
results of this process are represented by Fig. Roth models, the variable of IPO proceeds is
ranked as the most relevant variable to IPO undamngrfollowed by the volume of the IPO.

Note that introducing the 60 days pre-IPO markefiopmance to the model changed some of the
outcomes. The pre-IPO market performance and netrie maintained the same rank, but the
firm size jumped up two rows and the variable ofime on assets fell to the rank five in the
second model. In addition, the importance of ttiergrice decreased while the IPO rate
importance increased in the second model. Thedgeand the dummy variable signaling for
foreign investors’ share of IPO are reportedlyldest relevant variables. As can be seen in the
figure below, the two variables exchange the bofpasitions between the two models. The
results also suggest that the offerings charattevisepresented by IPO proceeds and IPO
volume are the main determinants of IPO initialires, the studies of Durukan (2002), Aktas et
al. (2003), Ertuna et al (2003) and Yuksel and Ylik8006) all report significant relationship
between IPO returns and the IPO proceeds. The dB)the supposed measure of firm quality
received an average score in the second modekahable has been found to be significant in
Ertuna et al. (2003) while Kiymaz (2000) reportdraignificant relationship between the IPO
rate and IPO returns. The market sentiment isivelgtimportant in both models, Kiymaz
(2000) finds that the market trend between IPO datkfirst trading day of IPO has a significant



impact on IPO returns. Similarly, Yiksel and YUuk&06) find the 40 days change in market
index prior to IPO to be significant. For compatmaiacteristics, firm size and return on assets
are the most important for predicting IPO initiaturns but not as important as the offering
characteristics. The firm’s size and age have begorted to be significant in most of the
aforementioned studies except in Kiymaz (2000). Vdréables that act as potential proxies for
ex-ante uncertainty such as proceeds, IPO volungefian size are highly important in
predicting IPO returns, while proxies for inforn@atiasymmetry such as firm age, return on

assets and net income has been less importanptbries for ex-ante uncertainty.

The use of machine learning methods to ste@slof Turkish companies has been seen
previously in a study conducted by Basti et al1D0this study investigated the short-term
performance of IPOs using decision trees and stippotor machines. To calculate the variable
importance Bastl et al. (2014) employed sensitiaitglysis, in which the importance scores
given by each method were combined and averagéakeoneight of the model to obtain the
final importance score. In contrast to our stutgjrtfindings suggest that the proceeds to be the
least relevant variable while the market sentiméatsthe highest score. However, the sample
used in the study of Basti et al. (2014) consikth®IPOs made by all the companies except
investment trusts. In addition, before the executibempirical analysis the data was screened
and the outlier points were cleaned from the sanspieh procedure besides being questionable,
it may have significantly affected their resultelr findings though were partially similar to the
results of this study in the sense that proxiesrffmrmation asymmetry being less important in

predicting IPO returns.



Panel A: Variable importance of the first model

with 30 days pre-IPO market performance. Panel B: Variable importance of the second

model with 60 days pre-IPO market performance
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Fig. 2. Out-of-bag variable importance measured by theegme in MSE

Practically, the empirical findings of thisudy may have further importance in light of the
complications involved in the IPO process. Thesegl@ations, which the bulk of IPO literature
hinge on, stem mainly from the determination of IR@ce and the post-market IPO
performance. In this regard, the use of the randomst to analyze IPO returns may be of
particular relevance to the IPO’s issuers and itoresas both parties are highly concerned with
the uncertainty regarding IPO price and performance

6. Conclusion:

Predicting IPO initial return has been a drading task due to the involvement of a large
number of determinants with very different explamaipower and the presence of outliers.
Linear regression models have dominated the emapingestigations in this domain. Linear
regressions, however, can be inefficient due thigh sensitivity to outlier points. In this stydy
the random forest, a powerful machine method,tr®duced to deal with the issues linear
regression cannot solve. The predictive performaficandom forest is tested on a sample of
underpriced equity offerings issued on Borsa Ist&itbthe period between 1998-2018. Then the
results of the random forest are compared to tedigtion accuracy of robust regression
methods in term of MSE, RMSE, mean, median andiatahdeviation. Robust regressions are
by design less sensitive to data contamination. TW8 uses the median of squared errors
instead of the sum while the LTS uses the trimnpiagameter to exclude the outlier points, in
IRLS every point in the data is weighted using vaéitg functions. The outcomes of the

comparison show that random forest has by far éteebperformance in every category of the



comparison. The random forest predictions for tle@mand the median are almost identical to
the observed values, while the standard deviatiosar@lom forest predictions falls slightly

below the standard deviation of the observed valmesct, random forest predictions are
obviously close to the actual initial returns amdastrated in Fig. 01. The main conclusion to be
drawn from this comparison is that random forestdlhthe potentials to be an ideal alternative
to linear regression methods which are commonlyemgnted to explain IPO returns. In
addition, the predictive accuracy of the randone$bican potentially boost and facilitate the
decision-making process for the IPO participamtghe IPO market where making decisions is
probably highly uncertain compared to other stoekkat activities, IPO issuers, as well as
investors, can potentially benefit from the us¢hef random forest algorithm to reduce the

uncertainty regarding the IPO pricing and the poatket IPO performance.

The variable importance of independent vaeabvas also studied using out-of-bag mean
square error. The results reveal that the IPO pdsand IPO volume to be the most important
predictors of IPO initial returns. Market sentirteereturn on assets and firm size were shown to
have less explanatory power in predicting IPO ahiteturns. In general, the results show that the
variables that act as potential proxies for ex-amigertainty are more important than variables
that are proxies for information asymmetry.
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