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Abstract 

Remote sensing technologies provide very important big data to various science areas such as risk identification, damage detection 
and prevention studies. However, the classification processes used to create thematic maps to interpret this data can be ineffective 
due to the wide range of properties that these images provide. At this point, there arises a requirement to optimize the data. The first 
objective of this study is to evaluate the performance of the Bat Search Algorithm which has not previously been used for improving 
the classification accuracy of remotely sensed images by optimizing attributes. The second objective is to compare the performance 
of the Genetic Algorithm, Bat Search Algorithm, Cuckoo Search Algorithm and Particle Swarm Optimization Algorithm, which are 
used in many areas of the literature for the optimization of the attributes of remotely sensed images. For these purposes, an image 
from the Landsat 8 satellite is used. The performance of the algorithms is compared by classifying the image using the K-Means 
method. The analysis shows a 10-22% increase in overall accuracy with the addition of attribute optimization. 

Keywords: Remote Sensing, Classification, Optimization, Unsupervised Classification 

Introduction 

The Cuckoo Search Algorithm (CSA), also used in this 
study, was developed by Yang and Deb (2009),  and has 
been used in many areas including production 
optimization (Walton, Hassan et al. 2011), software 
testing and test data generation (Perumal, Ungati et al. 
2011) and nurse assignment problems (Tein & Ramli 
2010). CSA is based on the reproductive strategies of 
cuckoos (Gandomi, 2013; Yang et al. 2009-2010). 
Particle Swarm Optimization (PSO) is another method 
used for optimization in this study. It was developed by 
Kennedy and Eberhart (Eberhart and Shi 2000, Poli, 
Kennedy et al. 2007, Kennedy 2011). PSO is used in 
areas such as feature selection (Huang & Dun 2008), 
scheduling (Allahverdi & Al-Anzi 2006), etc. This 
algorithm starts with a population of random solutions 
called particles. Each particle is spread in an n-
dimensional space. The velocity is updated by evaluating 
the best position value of each particle and the best 
particle value so far. Then the new positions of the 
particles are created. This iteration continues until the 
stop condition is satisfied (Eberhart & Shi 1998; Shi & 
Eberhart 1998). The Genetic Algorithm (GA), used for 
feature optimization in this study, was developed by 
John Holland (Holland 1975) inspired by evolution in 
the form of chromosomes and gene transfer simulations. 
This algorithm usually starts with the production of a 
chromosome population at random. These algorithms 
use crossover and mutation operators to arrive at 
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Rapid development of technology allows remote sensing 
systems to provide increasingly detailed data, with 
hundreds of properties, to areas such as agriculture, the 
military, meteorology, etc. The use of this detailed data 
requires processing time and expertise, and in some 
cases there is an adverse effect of higher accuracy rates. 
It is especially difficult for scientists without image 
processing expertise to use this data effectively. In these 
cases, it is extremely important to optimize features by 
determining which features are important for 
classification. Land use mapping is one of the major 
applications in remote sensing. How to accurately 
acquire the land use information by classifying remotely 
sensed data have been extensively studied in the past 
decades of time (Bo, 2008; Gazioğlu, 2018). The 
concept of optimization includes the whole set of 
methods used to achieve specific goals with the 
resources at hand, in the best possible way (Lindley 
1991). Optimization methods are used in many different 
areas including agriculture  (Blumenstein, 2018; 
Siegmeier et al. 2018, Huang & Song 2018; Li 2018), 
production (Saraç & Özdemir 2003), health (Simav, et 
al, 2015; Acar & Butt 2016; İncekara et al., 2017), 
scheduling (Sagir & Ozturk 2010) and image processing 
(Zhang & Izquierdo 2006). Image classification is one of 
the foundation applications of remotely sensed images in 
relation to the analysis of landcover (McCloy & Bocher, 
2007; Esetlili, et al., 2018). One method that provides 
quick solutions to complex problems is the Bat Search 
Algorithm (BSA). This algorithm is inspired by the 
sonar location systems that bats use to determine their 
location (Yang 2010). The BSA has been used in areas 

such as data mining (Khan, Nikov et al. 2011), 
image processing (Akhtar, Ahmad et al. 2012) and 
fuzzy logic (Khan, Nikov et al. 2011, Lemma & 
Hashim 2011). The rules of the algorithm are based 
on the way bats find their prey by echolocation (Yang 
2010).  

https://orcid.org/0000-0002-4078-8782
https://orcid.org/0000-0001-7873-9874


Küçük Matçı & Avdan / IJEGEO (6)1: 50-56 (2019) 

51 

solutions. In GA, a process of obtaining the best 
solutions and transferring them to the next generation is 
performed (Pal and Wang 2017). 

This study investigates the performance of these 
optimization methods in the featured optimization 
problem, including their accuracy and speed of problem 
solving. To test the performance of these algorithms in 
improving classification accuracy, a Landsat 8 satellite 
image is classified by the K-Means method. The 
contribution of this study is optimizing the properties of 
a remotely sensed image using the optimization methods 
frequently used in various areas of the literature. We 
propose that multiple satellite image features can be 
optimized by evaluating the performance of these 
methods. 

Study Area and Materials 

In this study, feature optimization is applied to a multi-
band satellite image. The image covers an area affected 
by a forest fire that took place in Adrasan and Kumluca 
regions in Antalya province on June 2016 (Figure 1). 
Dense forest fires are encountered in the Mediterranean 

region, which is at the 1st degree risk of forest fire, 
especially in the summer months. In the Kumluca fire 
area, 17 houses were burned, about 200 decares of 
greenhouse and 300 decares of garden were damaged 
(pomegranate, olive, citrus) and 60 large and small 
ruminants were destroyed. Fire, irrigation, water pumps, 
water pumps and irrigation systems have been destroyed. 
Adrasan has been destroyed by about 100 large and 
small ruminants in the fire area(Derneği 2016). 
Detection of burned forest areas is important both in 
determining the damage and planning the renovation 
work to be done.  

The use of satellite images for this purpose provides 
economical and easily updatable data. For this reason, 
free images obtained from the Landsat 8 satellite are 
used. The bands used in the study are multispectral 
bands with 30m resolution, blue, green, red, near 
infrared, shortwave infrared 1 and shortwave infrared 2, 
and a panchromatic band with 15m resolution. The 
panchromatic and multispectral bands are fused using 
the PHANSHARP2 algorithm to improve the spatial 
resolution of the multispectral bands from 30 to 15m. 

Figure 1. The study area 
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Methods 

The process steps applied in the study are shown in 
Figure 2. Pansharpening is performed first to obtain a 
higher resolution. Then the image is segmented by the 
multi-resolution segmentation method (Baatz 2000). 

Spectral plant indexes and burned area indexes were 
calculated, because the forest fires directly affects the 
reflectance values of plants. These calculated indexes 
were added to the image. The calculated spectral indices 
are Normalized Difference Vegetation Index (NDVI), 
Normalized Burn Ratio (NBR), BAI, Normalized Burn 
Ratio 2 (NBR2), Enhanced Vegetation Index (EVI), Soil 
Adjusted Vegetation Index (SAVI), Mid Infrared Burn 
Index (MIRBI) and Normalized Difference Moisture 
Index (NDMI). 

After all image preprocessing steps is completed, the 
image was classified without selecting the attributes by 
optimization methods. The classification process is 
carried out with the K-Means algorithm. This method 
classifies a given pixel set in the image over a certain 
number of sets (k sets). The process starts with 
identifying the k number of centers randomly. Each pixel 
in the image is assigned to the nearest center. When all 
the pixels in the image are classified, the new center of 
the generated groups is calculated. This process is 
repeated until the stage that none of the centers move 27. 
The accuracy analysis is based on the overall accuracy. 
In order to determine the accuracy of the classification, 
1491 control points are randomly assigned to the area. 
The real values of the generated points and the result 
values obtained from the classification processes are 
compared, and an error matrix is created. 

Figure 2.  The workflow followed in the study. Figure 3. The pseudo code of Bat Search Algorithm 
(Yang 2010) 
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Table 1. Selected attributes with CSA, PSO, GA and BSA 

Classes Forest Water Urban Area Soil Burned Area OVERALL 

Evaluation PA UA PA UA PA UA PA UA PA UA 

K-means 0.69 0.86 1 0.35 0.99 0.99 0.9 0.85 0 0 0.63 

In the second phase of the study, the attributes of the 
objects obtained after the segmentation process are 
optimized using BSA. The BSA algorithm has been 
proposed, inspired by the direction and distance 
detection behavior of an object, utilizing the echoing of 
sound called echolocation. The pseudo code of BSA 
algorithm is given in Figure 3. After determining the 
features to be classified, classification and accuracy 
analysis was performed. 

Results and Discussion 

The study was carried out in an area including various 
land coverings such as barren lands, bare soil, open 
water areas, forests, greenhouses, urban areas and burnt 
areas. The classification process by using K-Means aims 
to obtain five classes, soil, water, forest, urban area and 
burnt area. The resulting map of the classification by the 
K-Means algorithm using all the properties obtained is 
presented in Figure 4. The results obtained as a result of 
the accuracy analysis are given in Table 1. According to 

these results, overall accuracy was obtained as 63%. The 
accuracy of the classification is evaluated by means of 
producer’s accuracy (PA), user’s accuracy(UA) and the 
overall accuracy parameters. 

As a result of the qualitative analysis carried out in the 
result map, it was determined that the urban areas are 
classified with high accuracy. However, the fact that 
burned forest areas and wetlands are not separated is 
seen as the biggest reason for the low accuracy rate. 

The attributes of the satellite image are optimized by 
using CSA, BSA, GA and PSO to see the effect of 
optimizing image attributes to the classification process. 
The selected attributes given as a result of the property 
optimization are shown in Table 2. 

The satellite image is again classified by the K-Means 
method using the attributes obtained by the attributes 
optimization process. The result maps are shown in 
Figure 5. 

Figure 4. (a) Classification map of the K-means algorithm using all attributes; (b) Satellite image  
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Fig 5. Classification results maps (a) CSA + K-Means; (b) BSA + K-Means; (c) GA + K-Means; (d) PSO + K-Means; 
(e) Satellite image with points; (f) Satellite image 
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Table 2. Selected attributes with CSA, PSO, GA and BSA 
Features 
CSA BSA PSO GA 
BAI EVI Red Band Value EVI 
EVI BAI NBR2 MIRBI 

NDVI SAVI NDVI 

Table 3 Accuracy analysis results. 

Classes Forest Water Urban Area Soil Burned Area 
OVERALL 

Algorithms PA UA PA UA PA UA PA UA PA UA 

BSA 0.82 0.62 1 0.98 0.99 0.78 0.49 0.75 0.93 0.96 0.78 

CSA 0.86 0.63 1 0.85 0.99 0.79 0.48 0.81 0.88 0.94 0.77 

PSO 0.78 0.69 1 0.79 0.92 0.97 0.59 0.68 0.82 0.91 0.77 

GA 0.81 0.55 1 0.99 0.96 0.36 0.23 0.68 0.89 0.99 0.69 

ALL 0.69 0.86 1 0.35 0.99 0.99 0.90 0.85 0 0 0.63 

The accuracy analysis is undertaken by assigning 1491 
random points to the area (Figure 3e). The results of the 
accuracy analysis are given in Table 2. The accuracy of 
the classification is evaluated by means of producer’s 
accuracy (PA), user’s accuracy (UA) and the overall 
accuracy parameters.  

As a result of the accuracy analysis, the overall accuracy 
of the classification without property optimization is 
63%. The overall accuracies of the classification by 
PSO, CSA, BSA and GA are 77%, 77%, 78% and 69%, 
respectively. Although the overall accuracy rate is low, 
the most successful result in the extraction of burnt areas 
was obtained with GA. According to these results, 
optimizing the features increased the overall accuracy 
rate by 10% to 24%. Burnt areas, which could not be 
separated as a result of classification performed without 
feature optimization, could be extracted with a success 
rate of up to 99%. 

Conclusions  

The most commonly used method of obtaining useful 
information about the earth via satellite images is 
classifying images. In satellite images, different objects 
have different spectral reflection values. This difference 
provides the advantage of distinguishing ground objects 
(Lillesand, et al. 2014). 

This study explores how optimization methods are used 
to make the most of the available resources to classify 
satellite images with the best results. For this purpose, a 
Landsat 8 image containing the regions affected by 
forest fires occurring in 2016 is used. Then the image 
properties were optimized with different methods and 

the classification results were compared.   Accuracy 
analysis shows that the optimization of the attributes 
increases the overall accuracy rate by 10-24%. One of 
the most interesting outcomes of this study is that the 
burnt areas cannot be distinguished by the classification 
process performed by using all the features in the image, 
whereas the burned areas can be extracted with a success 
rate of up to 99% as a result of classification by attribute 
optimization. 
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